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Preface to the Third Edition

As with the second edition of Psychoacoustics – Facts and Models, the style
of the book in the third edition was also kept as a tribute to my mentor
Eberhard Zwicker.

Since the book deals with psychoacoustics it was felt that it should be
possible not only to read about psychoacoustic data, but also to hear some
of the related phenomena. Therefore, a number of acoustic demonstrations
have been prepared that are now available on an enclosed CD. The CD can be
used as a traditional Audio-CD and the demos are also available as wav-files.

New sections on cognitive effects as well as localization with hearing in-
struments have been added. Moreover, in particular sections on noise mea-
surements, noise immissions, loudness summation and recruitment, as well
as musical acoustics were significantly expanded – the latter of course also
with acoustic demonstrations. In addition, the list of references was updated
in most sections.

The encouragement and fruitful cooperation of Springer Verlag, in par-
ticular of Dr. Thorsten Schneider and his team is gratefully acknowledged.
Special thanks to Dr.-Ing. Markus Fruhmann and Dipl.-Ing. Daniel Menzel
for their support in the preparation of the CD with acoustic demonstrations.
Dipl.-Ing. Florian Völk is also acknowledged for substantial support in final-
izing the CD, and for editorial help.

München Hugo Fastl
August 2006



Preface to the Second Edition

Shortly after the appearance of the first edition of this book, the scientific
community was shocked by the unexpected and untimely death of the great
psychoacoustician Professor Eberhard Zwicker. The present second edition
of Psychoacoustics – Facts and Models is meant as a tribute to my mentor
Eberhard Zwicker, who was both an outstanding scientist and a dedicated
teacher.

Therefore, the basic concept of the book has remained untouched. How-
ever, new results and references have been added in most chapters, in partic-
ular in Chap. 5 on pitch and pitch strength, Chap. 10 on fluctuation strength,
Chap. 11 on roughness, and in Chap. 16 concerning examples of practical ap-
plications. In addition, occasional typographical errors have been corrected
and some older material re-arranged. In essence, however, care was taken to
keep the style of the original work.

The encouragement as well as the helpful and patient cooperation of
Springer Verlag, especially of Dr. Helmut Lotsch, is gratefully acknowledged.
My thanks go to the many students and co-workers who assisted in the prepa-
ration of the second edition, in particular Dipl.-Ing. Wolfgang Schmid and
Dipl.-Ing. Thomas Filippou.

Munich H. Fastl
January 1999



Preface to the First Edition

Acoustical communication is one of the fundamental prerequisites for the ex-
istence of human society. In this respect the characteristics of our receiver for
acoustical signals, i.e. of the human hearing system, play a dominant role.
The ability of our hearing system to receive information is determined not
only by the qualitative relation between sound and impression, but also by the
quantitative relation between acoustical stimuli and hearing sensations. With
the advent of new digital audio techniques, the science of the hearing system
as a receiver of acoustical information, i.e. the science of psychoacoustics,
has gained additional importance. The features of the human hearing system
will have to be taken into account in planning and realizing future acousti-
cal communication systems in economically feasible projects: Each technical
improvement in this area will be judged by listening and relating the result
of listening to the cost.

In the years from 1952 to 1967, the research group on hearing phenomena
at the Institute of Telecommunications in Stuttgart made important con-
tributions to the quantitative correlation of acoustical stimuli and hearing
sensations, i.e. to psychoacoustics. Since 1967, research groups at the Insti-
tute of Electroacoustics in Munich have continued to make progress in this
field. The correlation between acoustical stimuli and hearing sensations is in-
vestigated both by acquiring sets of experimental data and by models which
simulate the measured facts in an understandable way. This book summarizes
the results of the above-mentioned research groups in two ways. First, the
content of many papers originally written in German is made available in Eng-
lish. Second, the known psychoacoustical facts and the data produced from
models are united to give an integrated picture and a deeper understanding.
The references are confined to papers published by the two research groups
mentioned, although there are naturally many more relevant papers in the
literature.

The book is aimed primarily at research scientists, development engineers,
and research students in the fields of psychoacoustics, audiology, auditory
physiology, biophysics, audio engineering, musical acoustics, noise control,
acoustical engineering, ENT medicine, communication and speech science. It
may also be useful for advanced undergraduates in these disciplines. A special
feature of the book is that it combines psychoacoustical facts, descriptive



VIII Preface to the First Edition

models, and applications presented in the form of examples with hints for
the solution of readers’ problems.

The first three chapters give an introduction to the stimuli and procedures
used in the experiments, to the basic facts of hearing, and to information
processing in the auditory system. The important role played by the active
processing within the inner ear is stressed in order to understand frequency
selectivity and nonlinear behaviour of our hearing system. The next four
chapters deal with frequency resolution and temporal resolution expressed
in masking, pitch, critical bands and excitation, as well as just-noticeable
changes in the sound parameters. The different kinds of pitch are described
in Chap. 5, and the following six chapters deal with the basic sensations of
loudness, sharpness, fluctuation strength, roughness, subjective duration, and
rhythm. The next two chapters concern the ear’s own nonlinear distortion and
binaural hearing, with emphasis given to the topics that have been covered by
the two research groups. The last chapter provides examples of applications,
which will be of special interest to those engaged in finding practical solutions.

For didactical reasons, the text is not interrupted by the inclusion of ref-
erences. However, at the end of the volume, the relevant literature published
by the Stuttgart and Munich groups is cited, as is the literature dealing with
the various applications given in the final chapter. The equations appearing
in the book are given as “magnitude equations”, containing not only symbols
but also the units in which the variables are to be expressed. This should help
to avoid mistakes since one can check the units of the calculated quantity.

Some of the figures contain more information than is needed for the im-
mediate discussion. This is simply a device to save space and the additional
information is invariably discussed at a later point in the text.

We would like to acknowledge the helpful and patient cooperation of
Springer-Verlag. We thank the many individuals who contributed to the real-
ization of this book, notably, Mrs. Angelika Kabierske for drawing the figures,
Mrs. Barbi Ertel for typing the text, Dr. Frances Harris, Dr.-Ing. Tilmann
Zwicker, and Dipl.-Ing. Gerhard Krump for reading drafts, and Dr. Bruce
Henning for many very fruitful discussions and suggestions.

Munich, E. Zwicker
June 1990 H. Fastl
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1 Stimuli and Procedures

In this chapter, some fundamental correlations between the temporal and the
spectral characteristics of sounds are briefly reviewed. The transformations
of electric signals into sound by loudspeakers and headphones are described.
Moreover, some psychophysical methods and procedures are mentioned. Fi-
nally, the relationship between stimuli and hearing sensations in general and
the processing of raw data in psychoacoustics are discussed.

1.1 Temporal and Spectral Characteristics of Sound

Some temporal and spectral characteristics of sounds frequently used in psy-
choacoustics are outlined in Fig. 1.1. Sounds are easily described by means
of the time-varying sound pressure, p(t). Compared to the magnitude of the
atmospheric pressure, the temporal variations in sound pressure, caused by
sound sources are extremely small. The unit of sound pressure is the PAS-
CAL (Pa). In psychoacoustics, values of the sound pressure between 10−5 Pa
(absolute threshold) and 102 Pa (threshold of pain) are relevant. In order to
cope with such a broad range of sound pressures, the sound pressure level,
L, is normally used. Sound pressure and sound pressure level are related by
the equation

L = 20 log(p/p0)dB . (1.1)

The reference value of the sound pressure p0 is standardized to p0 = 20µ Pa.
Besides sound pressure and sound pressure level, the sound intensity, I,

and sound intensity level are also relevant in psychoacoustics. In plane trav-
elling waves, sound pressure level and sound intensity level are related by the
equation

L = 20 log(p/p0)dB = 10 log(I/I0)dB . (1.2)

The reference value I0 is defined as 10−12 W/m2.
In particular, when dealing with noises, it is advantageous to use, in-

stead of sound intensity directly, its density, i.e., the sound intensity within
a bandwidth of 1 Hz. The expression “noise power density” – although not
quite correct – is also used. The logarithmic correlate of the density of sound
intensity is called sound intensity density level, usually shortened to density
level, l. For white noise, which shows a density level independent of frequency,
l and L are related by the equation
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Fig. 1.1. Time functions and associated frequency spectra of stimuli commonly
used in psychoacoustics; Track 4

L = [l + 10 log(∆f/Hz)]dB , (1.3)

where ∆f represents the bandwidth of the sound in question measured in
Hertz (Hz).

The panel “1-kHz tone” in Fig. 1.1 shows that a continuous sinusoidal
oscillation of the time function of sound pressure p, with a temporal distanc
of 1 ms between the maxima, corresponds to a spectrum with just one spectral
line at 1 kHz.

The panel “beats” is most easily explained in the spectral domain, where
a combination of two pure tones of the same amplitude is displayed. The
corresponding time function clearly shows a strong variation of the temporal
envelope.

The panel “AM tone” depicts both the time function and the spectrum
of a sinusoidally amplitude-modulated 2-kHz tone. The time function shows
the sinusoidal oscillation, the envelope of which varies with the modulation
frequency. The corresponding spectrum illustrates that an AM tone is de-
scribed by three lines. The level differences, ∆L, between the centre line at
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2 kHz on the one hand and either the lower or the upper side line on the
other, are related to the degree of modulation, m, by the equation

∆L = 20 log(m/2)dB . (1.4)

The period of the envelope fluctuation shown, 6 ms, corresponds to a mod-
ulation frequency of 167 Hz, which in the spectral domain represents the fre-
quency difference between the centre line, called the carrier, and the upper
and lower side lines, respectively.

The panel “tone pulse” shows both the time function and the spectrum
of a pure tone that is rectangularly gated at regular intervals. The tone
frequency is 2000 Hz and the gating interval is 6 ms. In the spectral domain,
the spacing between the lines corresponds to the gating frequency of 167 Hz.

The panel “DC pulse” shows a similar situation. In this case however, a
DC-voltage rather than a pure tone is gated at regular intervals. The du-
ration of the DC pulses is 1 ms, the spacing of the DC pulses 8 ms. The
corresponding spectrum shows lines with a separation of the reciprocal of
8 ms, i.e. 125 Hz. At frequencies corresponding to 1/1 ms, 2/1 ms, 3/1 ms and
so on, the amplitude of the spectral lines shows distinct minima.

The last of the given examples which produces discrete or line spectra is
an “FM tone”. The frequency of a tone at 2 kHz is sinusoidally frequency-
modulated between 1 and 3 kHz with a modulation frequency of 200 Hz. The
related amplitude spectrum is symmetrical with respect to 2 kHz, and fol-
lows in its envelope a Bessel-function. If the modulation index, i.e. the ratio
between frequency deviation and modulation frequency, is small then most
lines of the Bessel spectrum disappear, and the resulting spectrum is simi-
lar to the spectrum of an AM tone with one centre line and two side lines.
However, compared to the AM tone, the side lines of the FM tone with small
modulation index are shifted in phase by 90 degrees.

The panel “tone burst” in Fig. 1.1 is the first example of a series of sounds
which produce continuous rather than line spectra. The function illustrates a
single 2-kHz tone burst of 2-ms duration. The corresponding spectrum shows
a maximum at 2 kHz and minima with spacings of 500 Hz. Thus the spectrum
of the single tone burst is comparable to the spectra of tone pulses or DC
pulses. Although tone pulses and DC pulses produce line spectra, a single
tone burst produces a continuous spectrum.

White noise is an important example of a sound producing a continuous
spectrum. In psychoacoustics, for practical reasons, the bandwidth of the
white noise is normally limited to 20 Hz–20 kHz. As can be seen in the panel
“white noise” in Fig. 1.1, the spectral density is independent of frequency
in the whole range of 20 kHz. It should be mentioned that this holds for the
long term spectrum, whereas the short term spectrum of white noise may
show some frequency dependence. The time function of white noise exhibits
a Gaussian distribution of amplitudes.

If the bandwidth of white noise is restricted by a filter, we get band-pass
noise. The panel “band-pass noise” in Fig. 1.1 shows a typical example of
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the time function for a band-pass noise at 1 kHz with 200-Hz bandwidth,
∆f . The time function displayed is a single occurrence, which does not recur
periodically. As with white noise, the rule for band-pass noise is that at a spe-
cific instant, the amplitude can only be given with a certain probability; the
probability function shows a Gaussian distribution. The speed of the envelope
fluctuation is limited by the bandwidth of the filter. To a first approximation,
the time function of the band-pass noise shown can be considered as a 1-kHz
tone, which is randomly amplitude (and phase) modulated. On average, the
number n of the envelope maxima per second can be approximated by the
formula

n = 0.64∆f . (1.5)

Therefore, the “effective” modulation frequency, f∗
mod, of a bandpass noise

with bandwidth ∆f can be approximated by the formula

f∗
mod = 0.64∆f . (1.6)

In the case of a band-pass noise with 200-Hz bandwidth, this means that
envelope maxima should occur with an average distance of about 8 ms. The
time function in the panel “band-pass noise” in Fig. 1.1 indicates that this
approximation is valid.

The panel “narrow-band noise” shows the same features as discussed for
band-pass noise. However, in this case, the bandwidth is only 20 Hz, the en-
velope fluctuates very slowly, and the temporal distance of envelope maxima
increases on average to about 80 ms. The variation of the time function indi-
cates that the narrow-band noise can be considered in a first approximation
as a pure tone at 1 kHz, which is randomly amplitude modulated.

The panel “Gaussian-DC impulse” shows both the time function and spec-
trum of a DC impulse with a Gaussian-shaped envelope. The Gaussian shape
represents an optimum trade between the speed of variation in the temporal
envelope and the bandwidth of the associated spectrum, in that the product
of the bandwidth and duration is a minimum for the Gaussian shape. In the
example, the time tp = 1 ms is chosen in such a way that a rectangularly
shaped time function with the same maximum sound pressure encompasses
the same area under the curve, as does the Gaussian-DC impulse. In this
case, the duration tp is measured just below half the maximum value of the
sound pressure, at exactly 0.456 times the maximum sound pressure. The
corresponding bandwidth in the spectral domain amounts to about 500 Hz in
this example.

The panel “Gaussian-shaped tone burst” shows the time function and
the spectrum of a type of gated tones, which is preferred in psychoacoustics
because of the relatively steep slope of its temporal envelope, and, at the
same time, its relatively narrow spectral distribution. The example given in
Fig. 1.1 shows the situation for a single Gaussian-shaped tone impulse. If
the impulse is repeated at a rate of 1 Hz, then the spectral envelope remains
unchanged, however a line spectrum with a line spacing of 1Hz occurs.
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Fig. 1.2. Probability with which the sound pressure of Gaussian noise exceeds a
given sound pressure, normalized with respect to its RMS value

As mentioned above, for noise signals their maximum amplitude cannot be
given, because in Gaussian noise the amplitude varies according to a Gaussian
distribution. This means that only the probability can be indicated for which
the sound pressure exceeds a given value. In Fig. 1.2, this probability is
given as a function of the actual sound pressure, normalized with respect to
its longterm root mean square (RMS) value. The probability that the actual
sound pressure lies above the RMS value decreases with the ratio of the actual
sound pressure to RMS value. If clipping of a noise signal can be tolerated
1% of the time, this means that a sound pressure with an amplitude 2.6 times
that of the RMS value has to be transmitted undistorted. For psychoacoustic
experiments, a more strict limit is necessary, because peak clipping can be
tolerated only 0.1% of the time. Therefore, a sound pressure that exceeds the
RMS value by a factor of 3.4 has to be transmitted without distortion. For
practical purposes, this means that with noise signals the reading on the level
meter has to be reduced by 10 dB, in comparison with the reading for pure
tones, in order to avoid severe distortion of the noise signals.

1.2 Presentation of Sounds by Loudspeakers
and Earphones

In psychoacoustic experiments, the transformation of electric oscillations into
sound waves is usually achieved by loudspeakers or earphones. In both cases,
the frequency response and the nonlinear distortions produced by the trans-
ducer are of great importance. Figure 1.3 shows the frequency response of
a cabinet which contains three loudspeakers: electrodynamic speakers for
low and midfrequencies and a piezo-electric-horn for high frequencies. The
frequency response (given as L1 over f) of this assembly when measured in
the anechoic chamber is flat, within ±2 dB in a frequency range between 35 Hz
and 16 kHz. The frequency response of the distortion products L2 (at 2f) for
quadratic distortions and L3 (at 3f) for cubic distortions is also given in
Fig. 1.3, however with the zero level shifted up by 20 dB. For psychoacoustic
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Fig. 1.3. Frequency response L1 of a loudspeaker cabinet in an anechoic chamber
together with the responses of quadratic (L2) and cubic (L3) distortion products,
which have been shifted upwards by 20 dB

Fig. 1.4a, b. Frequency response (a) of a loudspeaker in a normal living room
(solid) and in an anechoic chamber (dotted). Panel (b) shows, on an enlarged fre-
quency scale, the response in a living room

applications, distortion factors of only 0.1% or less can be permitted, cor-
responding to a level difference of 60 dB. Taking into account the average
level L1 of 85 dB and the shifted zero level for L2 and L3, this would mean
that the level of the corresponding distortion components should not exceed
45 dB on the scale used. The results plotted in Fig. 1.3 clearly show that
in the whole frequency range, a distortion factor as low as 0.1% is rarely
reached. However, in a frequency range above about 150 Hz, the distortion
factor amounts on average to about 0.3%, which is a relatively good figure
for loudspeaker representation.

If sounds are represented via a loudspeaker that is not in an anechoic
chamber but in a “normal” room, such as a living room, additional complica-
tions occur. The frequency characteristic of the room is superimposed on the
frequency characteristic of the loudspeaker. An example is given in Fig. 1.4.
The dotted line in the left panel represents the frequency characteristic of a
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Fig. 1.5a–g. Frequency dependence of the attenuation of free field equalizers de-
veloped for the earphones DT 48 (a) and TDH 39 (b). The corresponding passive
LCR-networks are indicated in (c) and (d), active circuits are given in (e) and (f),
respectively. The network shown in (g) determines that 1V at the input corresponds
to 80 dB SPL also for the active equalizer; Track 5
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loudspeaker measured in an anechoic chamber, and the solid line represents
the frequency characteristic of the same loudspeaker in a living room. From
the data shown in Fig. 1.4a, it becomes clear that the resonances of the room
distinctly alter the frequency response of the combination. Figure 1.4b shows
part of the frequency response of the loudspeaker plus room on an expanded
frequency scale. This plot reveals very sharp, narrow dips in the frequency
response. If the frequency of a pure tone varies only slightly near such a
dip, then the small frequency variation is transformed into a large amplitude
variation, and this leads to clearly audible loudness differences.

These problems can mostly be overcome if sounds are presented via ear-
phones. One advantage is that the earphones usually used in psychoacoustics
show very little nonlinear distortion (less than 0.1% or −60 dB) in the fre-
quency range of interest. The frequency response of earphones has to be mea-
sured on real ears, because current couplers can produce misleading results.
Therefore, the frequency response of earphones is measured in the anechoic
chamber by subjectively performed loudness comparisons of tones, presented
via a loudspeaker or via earphones. The exact details of this procedure are
described in DIN 45619 T.1. Because the frequency responses of headphones
often used in psychoacoustics show a band-pass characteristic when measured
on real ears, equalizers have been developed. The combination of earphone
and equalizer gives a free field equivalent frequency response, which is flat
within ±2 dB. The attenuation characteristics of free field equalizers devel-
oped for the earphones DT 48 and TDH 39 are shown in Fig. 1.5. These
attenuation characteristics also illustrate the free field equivalent frequency
response of the respective earphones (DT 48 in a, TDH 39 in b). In ad-
dition, circuit diagrams are given for the realization of the equalizers with
both passive and active components. For 1V at the input of the equalizer,
the combination of equalizer plus earphone produces a free field equivalent
sound pressure level of 80 dB. If the earphones are used without equalizer
then it must be kept in mind that they act like bandpass filters and change
the sounds presented. This means that both the tone colour and the loudness
are dramatically affected, particularly with broad-band sounds.

1.3 Methods and Procedures

In the following section, several methods that are frequently used in psychoa-
coustics will be discussed. The main differences between the methods are that
they are designed for different types of psychoacoustical tasks, and that it
takes different amounts of time to arrive at a relevant result.

Method of Adjustment. In this method, the subject has control over the
stimulus. For example, the subject can vary the level of a pure tone until it is
just audible. In another experiment, the subject might vary the frequency of
a tone until its pitch is equal to the pitch of a reference tone, or, in another
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case, until its pitch forms the musical interval of an octave with respect to
the pitch of the reference tone.

Method of Tracking. In the method of tracking, the subject also controls
the stimulus; however, in contrast to the method of adjustment, the subject
controls only the direction in which a stimulus varies. In the measurements
of absolute thresholds, for example, the subject increases and decreases the
level of a pure tone in such a way that the situations “tone audible” and
“tone inaudible” follow each other in sequence. If the excursions of the level
are plotted as a function of frequency, this method is called Békésy tracking.
The mean value of the zigzag curves is taken as an indication of the value
in question. Although traditionally this averaging procedure is performed by
eye, the method of tracking can also be implemented by a computer, which
stores the reversals and automatically calculates the appropriate average.

Magnitude Estimation. In this method, stimuli are assigned numbers cor-
responding to the perceived magnitude in some dimension. For example, a
sequence of stimuli can be assigned numbers corresponding to their perceived
loudness. Form the ratio of the numbers, the ratio of loudness can be deduced.
In addition it is sometimes useful to present a standard, which is called the
anchor sound. In this case, pairs of stimuli are presented, and the first stim-
ulus of each pair is kept constant. This standard, or anchor, is assigned a
numerical value, say 100, which might represent its loudness. Relative to this
value, the loudness of the second sound has to be scaled. If, for example, the
second sound is three times as loud as the first sound, then the subject has to
respond with the number 300 Track 6. Instead of magnitude estimation,
magnitude production can also be used. In this case, the subject is given a
ratio of numbers, and has to adjust a second stimulus in such a way that the
ratio of psychoacoustical magnitudes (e.g. loudness) corresponds to the ratio
of numbers given by the experimenter.

All the psychophysical methods discussed so far have the common feature
that a final value of threshold or of ratio can be deduced from a single trial.
In the first two methods described, the subject is actively involved in the task
by controlling the stimulus. Sometimes such an activity may produce a bias,
as for example in loudness comparisons. In such cases, the average of the
results of the two measurements, one with varying sound “A” and another
with varying sound “B” leads to the value of interest.

In the following methods, the value of interest is usually deduced from
the responses of the subject via psychometric functions.

Yes-No Procedure. In this method, the subject has to decide whether a
signal was present or not. There is only one interval in which either the signal
occurs or doesn’t occur. This means that this procedure is a “one interval-
two alternative forced-choice procedure”, because the subject is not allowed
to answer “I don’t know whether or not a signal was present”, but has to
decide “yes” or “no”.
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Two-Interval Forced Choice. In this procedure, the subject is presented
with two intervals, and has to decide whether the signal occurs in the first or
second interval. Sometimes three or four intervals may be used and the task of
the subject is to decide in which interval the sound is different with respect
to some quality, say loudness or pitch. With these procedures, feedback is
frequently given. This means that after each trial the subject is informed of
the right answer, usually by a light indicating the interval that contained the
signal.

Adaptive Procedures. Whereas in classic forced-choice procedures the
stimuli to be presented are chosen by the experimenter, in adaptive pro-
cedures the stimulus presented in a trial depends on the answers given by
the subject in preceeding trials. These procedures are also called “up-down”
procedures. If, for instance, the absolute threshold is measured in an adap-
tive procedure, then the sound pressure is lowered until it can be taken for
granted, that the subject doesn’t hear the stimulus. The sound pressure is
then increased until the subject clearly hears the stimulus, and after that it is
again decreased. The step size is reduced with the number of reversals. When
a predetermined small step size is reached, a value can be calculated with an
accuracy of half the final step size by averaging the last few reversals. This
means that adaptive procedures show some similarity to the method of track-
ing, because they yield a final value without the explicit use of psychometric
functions.

Comparison of Stimulus Pairs. If the effects of variations along differ-
ent stimulus dimensions are to be evaluated, the method of comparison of
stimulus pairs has to be used. In this method, a pair of stimuli AB is dif-
ferent along one dimension, say loudness, whereas the subsequent pair CD
is different along another dimension, say pitch. The task of the subject is to
decide whether the perceived difference between stimuli AB of the first pair
is larger than the perceived difference between the stimuli CD of the second
pair. From this type of experiment, the equality of variations along different
stimulus dimensions can be deduced Track 7.

Results obtained in psychoacoustical experiments generally depend on
the procedure used. As a rule the sensitivity of a subject is enhanced if a
comparison among several alternatives is possible. Concerning the measure-
ment time and efficiency of the different procedures, methods which directly
yield an estimate, such as adjustment, tracking or magnitude estimation, are
very time efficient. However, with procedures which require a psychometric
function like “yes-no” and “multiple alternative forced-choice” procedures,
it takes many trials, and hence much time to arrive at stable results. With
respect to adaptive procedures, the time necessary to arrive at a psychoa-
coustically meanigful value depends significantly on the details of the algo-
rithm implemented. A compromise has to be found between the final step size
and the number of trials necessary, because higher accuracy, i.e. a smaller step
size, goes with a larger number of trials.
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1.4 Stimuli, Sensations, and Data Averaging

In this section, the relation between stimuli described in physical terms, and
the hearing sensations elicited by these stimuli, is assessed. The step size of
stimuli is compared to steps of the sensation, and the notions of thresholds,
ratios, and equality of sensation are addressed. A procedure for data averaging
which can cope with the nonlinear relation between a sensation scale and
different transformations of one and the same stimulus scale is proposed.

The most important physical magnitude for psychoacoustics is the time
function of sound pressure. The stimulus can be described by physical means
in terms of sound pressure level, frequency, duration and so on. The physical
magnitudes mentioned are correlated with the psychophysical magnitudes
loudness, pitch, and subjective duration, which are called hearing sensations.
However, it should be mentioned that the pitch of a pure tone depends not
only on its frequency, but also to some extent on its level. Nonetheless, the
main correlate of the hearing sensation pitch is the stimulus quantity fre-
quency. Physical stimuli only lead to hearing sensations if their physical
magnitudes lie within the range relevant for the hearing organ. For exam-
ple, frequencys below 20 Hz and above about 20 kHz dot not lead to a hear-
ing sensation whatever their stimulus magnitude. Just as we can describe a
stimulus by separate physical characteristics, so we can also consider several
hearing sensations separately. For instance, we can state “the tone with the
higher pitch was louder than the tone with the lower pitch”. This means that
we can attend separately to the hearing sensation “loudness” on one hand
and “pitch” on the other. A major goal of psychoacoustics is to arrive at sen-
sation magnitudes analogous to stimulus magnitudes. For example, we can
state that a 1-kHz tone with 20 mPa sound pressure produces a loudness of
4 sone in terms of hearing sensation. The unit “sone” is used for the hear-
ing sensation loudness, in just the same way as the unit “Pa” is used for the
sound pressure. It is most important not to mix up stimulus magnitudes such
as “Pa” or “dB” and sensation magnitudes such as “sone”.

The relationship between physical magnitudes of the stimulus and magni-
tudes of the correlated hearing sensations can be given either by equations or
graphs. Figure 1.6 shows an example where the stimulus magnitude is plotted
along the abscissa and the sensation magnitude along the ordinate. Although
the correlation between stimulus and sensation is displayed by a continu-
ous curve, it should be realized that tiny variations in stimulus magnitude
(from A0 to A1, say) may not lead to a variation in sensation magnitude.
This is because the variation from B0 to B1 may be within the step size
∆Bs and only steps greater than ∆Bs produce sensations different enough to
hear. Thus in Fig. 1.6, ∆Bs might represent the smallest variation in stimu-
lus magnitude leading to a difference in sensation magnitude. If the stimulus
magnitude is increased from A0 to A2, the variation is clearly reflected in
sensation magnitude, because the corresponding change in sensation magni-
tude is well above the minimal step size of sensation ∆Bs. The step size of
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Fig. 1.6. Example of sensation magnitude versus stimulus magnitude

Fig. 1.7. Determination of threshold, i.e. that stimulus magnitude (or stimulus
increment) for which the corresponding sensation or sensation increment is audible
with 50% probability

the stimulus, ∆As, that leads to a difference in the hearing sensation, ∆Bs,
is typical for psychoacoustic tasks, which are called “difference thresholds”
or just “thresholds”.

An extreme example of a threshold is absolute threshold, i.e. the level of a
pure tone necessary to be just audible. The threshold is not fixed for all time,
but depends somewhat on the circumstances. Therefore, only a probability
can be given that a certain stimulus level will lead to just-audible hearing
sensations. This reasoning is illustrated in Fig. 1.7. Both the stimulus magni-
tude and the sensation magnitude increase in the vertical direction. However,
below threshold the stimulus does not lead to a sensation. In the right panel
of Fig. 1.7, the probability that a sensation is produced for different stimulus
magnitudes is given. The conventional threshold is chosen to correspond to
the probability 0.5. This means that in 50% of the trials, the “threshold”
stimulus leads to a sensation, whereas in the other 50% of the trials, no sen-
sation is produced. As a rule, it is rather easy for the subject to determine a
threshold.
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Fig. 1.8. Determination of equality, i.e. that stimulus magnitude for which the
corresponding sensation sounds louder than a comparison sensation with 50% prob-
ability

A somewhat more complicated task for the subject is to assign equality
to sounds. This task is explained in Fig. 1.8 by an example. Sound 2 is
compared to sound 1 with respect to loudness. Considering the sensation
magnitude, it is clear that the same loudness is only reached if the marks
at sound 1 and 2 are positioned at the same height. The right panel shows
the correlated stimulus magnitude of sound 2 with respect to the probability
that the subject responds “sound 2 is louder”. Although the distribution for
the task equality is shallower than that for “threshold”, subjects as a rule
report no difficulty in producing points of equality.

A more complicated task for the subject is to produce ratios of sensations.
In Fig. 1.9, an example for the case in which the perceived magnitude of a
sensation should be halved is given. The sensation magnitudes of sound 1 and
2 are shown as vertical arrows. The sensation magnitude of sound 1 is taken

Fig. 1.9. Determination of the ratio “half” sensation, i.e. that stimulus magnitude
for which, with 50% probability, the corresponding sensation sounds half (as loud,
for example) as a comparison sensation
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as a starting point, and relative to this value sound 2 has to be changed in
such a way that it produces half the sensation magnitude elicited by sound 1.
The right panel of Fig. 1.9 shows the stimulus magnitude for the probability
that the subject perceives sound 2 as producing more than half the sensation
magnitude produced by sound 1. Again, the probability 0.5 is defined as
representing the required ratio of one half.

Because the results of the same person in different trials (intraindividual
differences) as well as the results from different subjects (interindividual dif-
ferences) can vary substantially, it is advisable to perform several runs of the
same type of experiment and to average the data. This means that after an
experiment a large number of data points are available for which an average
value has to be calculated. The choice of the unit for the averaging procedure
among the stimulus magnitude measures (i.e. among level, sound pressure, or
sound intensity) plays a crucial role. An example is given in Fig. 1.10 which
shows values of absolute thresholds for 8 subjects. In the upper part, the
individual threshold values are given as dots along a scale of relative sound
intensity I/I0. For these 8 data points the arithmetic mean, the geometric
mean, and the median are indicated by arrows.

For n data points, the arithmetic mean is calculated by

x1 + x2 + x3 + · · · + xn

n
. (1.7)

whereas the geometric mean reads

n
√

x1 · x2 · x3 · · · · · xn . (1.8)

The median just separates the data points into two equal sections, i.e. n/2
data points are left of the median and n/2 data points right of the median.
The interquartile encompasses 50% of all data points which means that 25%
of the data are outside the interquartile range on the left and 25% on the
right.

When the ratio of intensities I/I0 is transformed into the level L, the
lower part of Fig. 1.10 is produced. For example a relative intensity of 100
corresponds to a level of 20 dB, a relative intensity of 2 to a level of 3 dB and
so forth. Because of the transformation of the scales, the arrangement of the
dots in the upper versus the lower panel of Fig. 1.10 is completely different.

In the upper part, the arithmetic mean lies between the sixth and the
seventh data point, in the lower part however between the fifth and the sixth
data point. As concerns the geometric mean, in the upper part it is situated
between the fifth and the sixth data point whereas in the lower part between
the third and the fourth data point.

The appropriate stimulus scale suitable to display psychoacoustical data
is not a-priori clear. Therefore it is advisable to use the median to find an
average because in contrast to the arithmetic mean or the geometric mean,
the median is resistant to transformations of the stimulus scale.
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Fig. 1.10. Example of averaging 8 threshold data plotted along a scale of the linear
magnitude relative intensity I/I0 (upper panel) or along a scale of the logarithmic
magnitude level L (lower panel)

Only the median and the interquartile range preserve their location rel-
ative to the data points when arranged on different scales; arithmetic and
even geometric mean does not.



2 Hearing Area

This chapter addresses the hearing area and the threshold in quiet.
The hearing area is a plane in which audible sounds can be displayed. In

its normal form, the hearing area is plotted with frequency on a logarithmic
scale as the abscissa, and sound pressure level in dB on a linear scale as the
ordinate. This means that two logarithmic scales are used because the level is
related to the logarithm of sound pressure. The critical-band rate may also be
used as the abscissa. This scale is more equivalent to features of our hearing
system than frequency.

The usual display of the human hearing area is shown in Fig. 2.1. On
the right, the ordinate scales are sound intensity in Watt per square meter

Fig. 2.1. Hearing area, i.e. area between threshold in quiet and threshold of pain.
Also indicated are the areas encompassed by music and speech, and the limit of
damage risk. The ordinate scale is not only expressed in sound pressure level but
also in sound intensity and sound pressure. The dotted part of threshold in quiet
stems from subjects who frequently listen to very loud music
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(W/m2) and sound pressure in Pascal (Pa). Sound pressure level is given
for a free-field condition relative to 2 × 10−5 Pa. Sound intensity level is
plotted relative to 10−12 W/m2. A range of about 15 decades in intensity or
7.5 decades in sound pressure, corresponding to a range of 150 dB in sound
pressure level, is encompassed by the ordinate scale. Concerning the abscissa,
we must realize that our hearing organ produces sensations for pure tones
within three decades in frequency ranging from 20 Hz to 20 kHz. The actual
hearing area represents that range, which lies between the threshold in quiet
(the limit towards low levels) and the threshold of pain (the limit towards
high levels). These thresholds are given in Fig. 2.1 as solid and broken lines,
respectively. These limits hold for pure tones in steady state condition, i.e.
for tones lasting longer than about 100 ms.

If speech is resolved into spectral components, the region it normally
occupies can also be illustrated in the hearing area. In Fig. 2.1, the range
encompassed by speech sounds is indicated by the area hatched from top
left to bottom right starting near 100 Hz and ending near 7 kHz. The levels
indicated hold for “normal speech” as delivered for example in a small lecture
hall. The components of music encompass a larger distribution in the hearing
area as indicated in Fig. 2.1 by a different hatching. It starts at low frequencies
near 40 Hz, and reaches about 10 kHz. Including pianissimo and fortissimo,
the dynamic range of music starts at sound pressure levels below 20 dB and
reaches levels in excess of 95 dB. Extreme and rare cases are ignored for the
spectral distributions of music and speech displayed. It can be seen, however,
that both areas are well above threshold in quiet, which is explained in more
detail in Sect. 2.1.

Another high level border, very important in everyday life, is given in
Fig. 2.1 as a thin dotted line – the limit of damage risk. This limit reaches
quite high sound pressure levels at very low frequencies, but decreases towards
levels near 90 dB in the range between 1 and 5 kHz. This limit holds for the
“average person”, i.e. some subjects may be more sensitive. Consequently,
sound attenuation, like ear plugs, has to be offered in factories if levels about
5 dB below the level indicated by the thin dotted line are reached. This limit
is valid for sounds lasting eight hours per working day and five working days
per week. For shorter exposure, the sound intensity can be increased in the
same way that the duration is decreased. This means that our ear may be
exposed in its most sensitive frequency range to sounds with 100 dB only
for about 50 minutes and to 110 dB for only about 5 minutes per day! Such
exposure can easily be produced, for example by loud music played through
earphones, therefore, using earphones to listen to music which produces high
levels must be undertaken with care. Overexposure of our hearing system
to sound initially produces temporary threshold shifts. After too many ex-
posures this temporary threshold shift leads to a permanent shift, i.e. to a
hearing loss. In this case, threshold in quiet is no longer normal but is shifted
towards higher sound pressure levels and will never recover.
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2.1 Threshold in Quiet

The threshold in quiet indicates as a function of frequency the sound pressure
level of a pure tone that is just audible. This threshold can be measured
quite easily by experienced or inexperienced subjects. The reproducibility of
the threshold in quiet for a single subject is high and lies normally within
±3 dB.

The frequency dependence of the threshold in quiet can be measured
precisely and quickly by Békésy-tracking. In this method, the subject uses a
switch which changes the direction of the increment or decrement in sound
pressure level (see Sect. 1.3). At the same time, but relatively slowly, the
frequency is changed from low to high or vice versa, while the subject is
changing the sound pressure level of the tone upwards and downwards via
the switch according to the following rule: once the tone is definitely audible,
a change of the switch reduces the level of the tone towards inaudibility.
When the tone becomes definitely inaudible the switch is reversed and the
level is increased towards audibility. This process continues throughout the
presentation. The decrease and increase of sound pressure level is recorded
as a function of time, which, because the frequency is slowly changing, also
means as a function of frequency.

A recording produced in this manner is shown in Fig. 2.2. A whole record-
ing from low to high frequencies lasts about 15 minutes. The change in level
must have a fine step size of less than 2 dB, otherwise clicks become audible

Fig. 2.2. Threshold in quiet, i.e. just-noticeable level of a test tone as a function of
its frequency, registered using the method of Békésy-tracking. Note that between
0.3 and 8 kHz, the threshold is measured twice
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for medium and high levels as the level increases from step to step. In or-
der to show the reproducibility of such a tracking of threshold in quiet, two
trackings, one with an upward sweep and another with a downward sweep
in frequency, are indicated in Fig. 2.2 for the frequency range between 0.3
and 8 kHz. The excursions of the zigzag reach as much as 12 dB, i.e. about
±6 dB. The middle of this zigzag curve is defined as threshold in quiet. As
can be seen from the registrations in Fig. 2.2, the threshold in quiet for an
individual subject can be determined exactly when using this method. The
frequency dependence of the threshold in quiet displayed in Fig. 2.2 is related
to a certain subject, however, this frequency dependence is typical and has
been recorded in a similar manner by many subjects with normal hearing.

At low frequencies, threshold in quiet requires a relatively high sound
pressure level reaching about 40 dB at 50 Hz. The level at 200 Hz has already
dropped to about 15 dB. For frequencies between 0.5 and 2 kHz, the threshold
in quiet for the subject indicated in Fig. 2.2 remains almost independent of
frequency, an effect which is relatively rare. In many cases threshold in quiet
shows some excursions or small humps. In the frequency range between 2
and 5 kHz almost every subject with normal hearing exhibits a very sensitive
range in which very small sound pressure levels below 0 dB are reached. For
frequencies above 5 kHz, threshold in quiet shows peaks and valleys that not
only vary individually but also characteristically for each subject. In many
cases, threshold remains between 0 and 15 dB as long as frequency is not
above 12 kHz. For even higher frequencies, threshold in quiet increases rapidly
and reaches, at 16 to 18 kHz, a limit above which no sensation is produced
even at high levels. This limit is dependent on the age of the subject: it is
somewhere between 16 and 18 kHz at an age of 20–25 years provided that
the subject has not already been exposed to sounds with levels that produce
a hearing loss.

As mentioned above, each subject shows an individual frequency depen-
dence of the threshold in quiet. From individual thresholds in quiet mea-
sured in many subjects an average threshold in quiet can be calculated. For
100 subjects, each with normal hearing, the solid curve in Fig. 2.3 indicates
the median threshold of hearing. In addition to that 50% curve, data are
given that encompass 10% and 90% of the subjects’ individual thresholds in
quiet. Thresholds below the 90% curve are usually accepted as normal. The
difference between the 90% curve and the 10% curve is small for medium
frequencies. Towards low and higher frequencies this difference increases. In
discussing this difference, it is remarkable that the 90% curve does not fol-
low the 50% curve in the frequency range between 3 and 8 kHz, rather it
increases in the range where the 50% curve decreases. It may be that a small
percentage of the young subjects already exhibit a small hearing loss in the
frequency range around 4 kHz. This result points to the fact that our hearing
system is most easily damaged in the frequency range between 3 and 8 kHz
if it is exposed to loud sounds above the limit of damage risk. An example
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Fig. 2.3. Statistics for threshold in quiet: 50%, 90% and 10% values for threshold
in quiet as a function of frequency for subjects 20 to 25 years old

of such effects is shown by the dotted line in Fig. 2.1 near threshold in quiet.
It belongs to a group of students who listen frequently through earphones
to loud music and indicates their median threshold in quiet in the frequency
range between 3 and 12 kHz.

The sound pressure level of 0 dB and the frequency of 1 kHz are marked
in Fig. 2.3 by thin lines. The difference between the crossing point of these
two straight lines and the 50% curve of threshold in quiet at 1 kHz indicates
that a value of 3 dB is reached at this frequency, and not 0 dB as is sometimes
assumed. This latter value is reached for frequencies of about 2 and 5 kHz;
between these two frequencies negative values of sound pressure level are
audible for 50% of the subjects.

Fig. 2.4. Threshold in quiet as a function of frequency with age as a parameter
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With increasing age hearing sensitivity is reduced, especially at high fre-
quencies. As indicated in Fig. 2.4, threshold in quiet is shifted to a value near
30 dB at a frequency of 10 kHz at the age of 60 years. At this age, threshold
may be increased by 15 dB at 5 kHz, whereas for frequencies below 2 kHz,
threshold in quiet remains almost as sensitive as for persons aged 20 years.
It has to be realized, however, that this holds only for subjects who are not
exposed to high noise levels during their everyday life. At the age of 40 years,
the threshold shift is about half as much as that for 60 years.



3 Information Processing
in the Auditory System

In this chapter, the preprocessing of sound in the peripheral system and
information processing in the neural system are addressed.

3.1 Preprocessing of Sound in the Peripheral System

Two fundamentally different regions of stimulus processing in the human
auditory system can be distinguished. In the peripheral region, where the
oscillations retain their original character, preprocessing occurs. In these pe-
ripheral preprocessing structures however, there are nonlinearities. The pe-
ripheral structures deliver the preprocessed oscillations to the sensory cells,
which have nerve terminals that encode the mechanical/electrical stimuli into
electrical action potentials. There, the second region of the hearing system
begins using neural processing which finally leads to auditory sensations. This
division of the hearing system into two parts can be seen in the hearing or-
gans of all vertebrates. It should be noted that – in contrast with some other
authors – we assume the first synapses to be the end of the peripheral part
of the hearing system. Sometimes, especially in medicine, it is assumed that
the peripheral part includes the eighth nerve.

3.1.1 Head and Outer Ear

The sound field normally assumed is that of a free, progressive, plain sound
field. Any large body, such as the head of a subject, distorts this sound field.
The influence of the head and the whole body of a subject in a free sound
field can be measured; it is represented by the difference between the sound
pressure level indicated by a small microphone in the free field (without
the subject), and the sound pressure level measured in the ear canal of the
subject, whose centre of the head is positioned where the microphone was
located in the free field. When considering this difference, it becomes clear
that the body of the subject, especially the shoulder as well as the head,
outer ear and ear canal, influence the sound pressure level in front of the ear
drum. Shoulders and head influence this sound pressure level most effectively
at frequencies below 1500 Hz through shadowing and reflection.
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Fig. 3.1. Schematic drawing of the outer, middle and inner ear

What is generally referred to as the ear is, in fact, the outer ear shown
schematically in Fig. 3.1 together with the middle and inner ear. The outer
ear’s function is to collect sound energy and to transmit this energy through
the outer ear canal to the ear drum. The outer ear canal produces two ad-
vantages: firstly, it protects the ear drum and the middle ear from damage
and secondly, it enables the inner ear to be positioned very close to the brain,
thus reducing the length of the nerves and resulting in a short travel time for
the action potentials in the nerve.

The outer ear canal exerts a strong influence on the frequency response of
the hearing organ. It acts like an open pipe with a length of about 2 cm cor-
responding to a quarter of the wavelength of frequencies near 4 kHz. It is the
outer ear canal that is responsible for the high sensitivity of our hearing or-
gan in this frequency range, indicated by the dip of threshold in quiet around
4 kHz. This high sensitivity however, is also the reason for high susceptibility
to damage in the region around 4 kHz.

3.1.2 Middle Ear

The sound affecting the outer ear consists of oscillations of air particles.
The inner ear contains fluids that surround the sensory cells. In order to
excite these cells, it is necessary to produce oscillations in the fluids. The
oscillations of air particles with small forces, but large displacement, have to
be transferred into motions of the salt water-like fluids with large force, but
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small displacements. To avoid large losses of energy through reflections, a
transformation must occur in the middle ear to match the impedances of the
two fluids, air outside and water inside. Impedance matching can be achieved
in electrical systems with transformers. In mechanical systems, “levers” can
be used, and this is precisely the task of the middle ear (see Fig. 3.1). The
light but sturdy funnel-shaped tympanic membrane (eardrum) operates over
a wide frequency range as a pressure receiver. It is firmly attached to the long
arm of the hammer (malleus). The motions of the eardrum are transmitted
to the footplate of the stirrup (stapes) by the middle ear ossicles named
malleus, incus, and stapes (hammer, anvil and stirrup) which are made of
very hard bone (Fig. 3.1). The stapes footplate, together with a ring-shaped
membrane called the oval window, forms the entrance to the inner ear. In
addition to the lever ratio of about 2 produced by the different lengths of the
arms of the malleus and incus, the middle ear also produces a transformation
depending on the ratio of the area of the large eardrum to that of the small
footplate. This ratio is about 15. Through the lever and the area ratios, an
almost perfect match between the impedances is reached in man in the middle
frequency range around 1 kHz.

Normally, the middle ear space with its transforming elements is closed
off from its surroundings by the eardrum on one side and the Eustachian tube
on the other. However, the Eustachian tube, which is connected to the up-
per throat region, is opened briefly when swallowing. External influences like
mountain climbing, the use of an elevator, flying, or diving can produce an
extreme increase or decrease in pressure which changes the resting position of
the eardrum. Consequently, the working point in the transfer characteristic
of the middle ear ossicles also changes, producing a reduction of hearing sen-
sitivity – an effect often experienced in airplanes. Normal hearing is resumed
by swallowing because during a brief opening of the Eustachian tube, the air
pressure in the middle ear can be equalized with that of the environment.

3.1.3 Inner Ear

The inner ear (cochlea) is shaped like a snail and is embedded in the extremely
hard temporal bone (Fig. 3.2). The cochlea is filled with two different fluids
and consists of three channels or scalae, which run together from the base
to the apex. The footplate of the stapes is in direct contact with fluid in the
scala vestibuli. Because the scala media is separated from the scala vestibuli
only by the very thin and light Reissner’s membrane, the two channels can
be regarded, from a hydromechanical point of view, as one unit. The os-
cillations are transmitted to the basilar membrane through the fluids. This
membrane separates the scala media from the scala tympani and supports
the organ of Corti with its sensory cells. As the fluids and the surrounding
bone are essentially incompressible, the fluid displayed at the oval window
by the movement of the stapes must be equalized. The equalization occurs
through the basilar membrane at the round window, which closes off the scala
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Fig. 3.2. Schematic drawing of the cross section of the inner ear

tympani at the base of the cochlea. For very low frequencies, the equalization
occurs through a connection between the scalae tympani and vestibuli at the
apex of the cochlea called the helicotrema.

A fluid, the perilymph, is found in the scalae vestibuli and tympani. Per-
ilymph has a high sodium content and resembles other body fluids. It is in
direct contact with the cerebrospinal fluid of the brain cavity. The fluid of the
scala media, the endolymph, is in contact with the spaces of the vestibular
system and has a high potassium content. Loss of the potassium ions from
the scala media by diffusion is reduced by the tight membrane junctions of
the cells surrounding the scala media. Any losses are rapidly replaced by an
ion-exchange pump with high energy requirements found in the cell mem-
branes of the cells of the stria vascularis, a specialized group of cells on the
outer wall of the cochlea. The ion exchange in the stria vascularis generates
a positive potential of 80 mV (relative to perilymph) in the scala media.

The basilar membrane separating the scala media and the scala tympani
is narrow at the base but about three times wider at the apex. The cochlea
forms 2 1

2 turns allowing a basilar membrane length of about 32 mm. The
structure of the inner ear is basically the same in all mammals.

The function of the organ of Corti, which is located on the basilar mem-
brane, is the transformation of the mechanical oscillations in the inner ear
into a signal that can be processed by the nervous system. The organ of
Corti contains various supporting cells and the very important sensory cells
or hair-cells (see Fig. 3.3). The haircells are arranged in one row of inner
haircells on the inner side of the organ of Corti, and three rows of outer hair-
cells near the middle of the organ of Corti. Between the two kinds of haircells
the most prominent supporting cells, the pillar cells, form the inner tunnel.
The tectorial membrane covers part of the organ of Corti and is attached
to the spiral limbus at the inner side of the scala media. Interestingly, the
tectorial membrane contains no cells and is made up exclusively of two kinds
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Fig. 3.3. Schematic drawing of the organ of Corti and the surrounding tissues

Fig. 3.4. Schematic drawing of an inner and outer haircell. Note the difference in
the synaptic arrangements as outlined in the text

of highly hydrated protofibrils. With a close attachment to the cells of the
organ of Corti beyond the outer haircells, the tectorial membrane separates
a subtectorial space from the scala media. Anatomical results demonstrate
that the hairs of the inner haircells are either not attached or only weakly
attached to the tectorial membrane.

As can be seen in Fig. 3.4, the construction of inner and outer haircells is
different. The outer haircells are thinner, pillar-shaped and (unlike the inner
haircells) not tightly surrounded by supporting cells. There are obvious and
regularly occurring differences in the ultrastructure of the two types of hair-
cells. In addition, the afferent synapses of the inner haircells (going towards
the brain) appear to possess the normal characteristic of chemical synapses
whereas those of the outer haircells are atypical. The structural differences
indicate different functions for the inner and outer haircells. In fact, more
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than 90% of the afferent (“A”) fibres make synaptic contact with the inner
haircells, with each fibre normally in contact with only one inner haircell.
Each inner haircell is contacted by up to 20 afferent fibres. The rest of the
afferent fibres (5% to 8%) produce a sparse innervation of the outer haircells.
However, outer haircells are innervated very strongly by efferent fibres coming
from the brain. Although the number of efferent ( “E”) fibres is only about
500, their terminals dominate the synaptic area of the outer haircells, both in
terms of their size and their number. Efferent fibres travelling towards inner
haircells make synaptic contact not with the cells but only with the affer-
ent fibres departing from them. The inner haircells themselves rarely receive
efferent terminals. Although the functions of the two kinds of haircells and
their neural innervation are not clear in detail, it seems to be reasonable, in
connection with other facts, to assume that the function of the outer haircells
is restricted to the organ of Corti. The outer haircells appear to exert a large
influence on the inner haircells, although there is no direct neural connec-
tion between the two systems. These influences are described in Sect. 3.1.3,
part (b).

(a) Linear Passive System

Georg von Békésy, the Nobel laureate, investigated the vibratory motion of
the inner ear experimentally. He regarded the scala media as a system that
moves as a whole unit. According to this assumption, the displacements of the
basilar membrane and Reissner’s membrane are the same, i.e. for a certain
location, they show the same volume displacement. Within these limitations,
the displacement of the basilar membrane may be described (for high input
levels or post mortem preparations) as a linear system.

The idea of von Helmholtz that low frequencies produce oscillations of
the basilar membrane near the helicotrema and high frequencies near the
oval window, was confirmed by the experimental results of von Békésy. The
existence of travelling waves, in contrast to the previously conceived standing
waves, was a new and important discovery of von Békésy. The travelling wave
of the basilar membrane’s vertical displacement begins with small amplitude
near the oval window, grows slowly, reaches its maximum at a certain location
and then rapidly dies out in the direction of the helicotrema. In Fig. 3.5b, ve-
locities of the basilar membrane without active feedback are shown for three
frequencies. The 2.5 windings of the cochlea are unwound and stretched out
for this schematic drawing to a total length of 32 mm. Two curves are shown
for the frequency of 400 Hz, the solid curve represents that instant where the
maximum is reached, and the broken curve represents the instant a quarter
period earlier. In this way, the character of the travelling wave becomes obvi-
ous; no nodes or antinodes occur as would be seen for standing waves. For all
three frequencies, the envelope of the oscillations is indicated by the dotted
lines. The amplitude gradually increases from the oval window in the direc-
tion of the helicotrema, reaches a maximum, and diminishes quite rapidly
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Fig. 3.5a, b. Schematic drawing of the transformation of frequency into place
along the basilar membrane. In (a) three simultaneously presented tones of different
frequencies expressed as compound time function produce travelling waves (b), that
reach their maximum at three different places corresponding to the characteristic
frequencies

beyond this maximum. Especially striking is the clear separation of differ-
ent stimulus frequencies according to the different regions of their maximum.
Assuming that the three tones of 400, 1600 and 6400 Hz are presented si-
multaneously – as indicated in Fig. 3.5a – and are transmitted together to
the oval window, a separation occurs in the inner ear according to Fig. 3.5b.
Each tone causes a different region of the basilar membrane to vibrate. Thus
the inner ear performs the very important task of frequency separation: en-
ergy from different frequencies is transferred to and concentrated at different
places along the basilar membrane. The separation by location on the basilar
membrane is known as the place principle.

An illustration using a 1-kHz tone burst presented at the oval window may
show the frequency selectivity as well as the frequency-place transformation
of the inner ear. In addition, the scheme indicated on the left side of Fig. 3.6
may help clarify the frequency resolution in the inner ear. A series of band-
pass filters with an asymmetrical shape of their frequency response subdivides
the frequency range into many sections. The centre frequencies of these filters
can be correlated with places along the cochlea, indicated at the right of the
figure, again in unwound form. The response near the oval window, correlated
with a centre frequency at 4 kHz, is shown in the upper part of Fig. 3.6. The
1-kHz tone burst produces in this bandpass filter a short click, followed by
the 1-kHz oscillation with very small amplitude; in order to be visible, this
amplitude has been multiplied by a factor of four in the figure. The short click
at the beginning and at the end of the time function stems from the broad-
band transient which produces energy in the 4-kHz range at the moment of
switching on or off the 1-kHz tone burst. The second band pass (1.9 kHz centre
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Fig. 3.6. A tone burst with a time function outlined in the upper panel produces
responses at five different places on the basilar membrane, plotted in the lower
five functions. Note the different amplitude scale on each row and amplitudes at
different places, and the increasing delays towards the helicotrema. The drawing on
the left illustrates the frequency selectivity characteristic of the five different places

frequency) corresponds to a place that is located further along the cochlea
in the direction of the helicotrema. The size of the 1-kHz oscillation becomes
much larger, but the click responses corresponding to the centre frequency
of 1.9 kHz are still visible at the beginning and at the end of the burst. In
this row, the amplitude is magnified by a factor of two. The amplitude of the
oscillation reaches its maximum at a centre frequency of 1.0 kHz. Because the
centre frequency of the band-pass filter and the frequency of the tone burst
coincide, the amplitude of the 1-kHz vibration rises and decays very smoothly.
The amplitude of vibration produced by the 1-kHz tone burst gets smaller
and smaller for places in the cochlea located further towards the helicotrema.
These places correspond to band-pass filters with centre frequencies of 0.6
and 0.3-kHz, respectively. Because the travelling wave dies out very quickly
after its maximum, the 1-kHz oscillation is invisible at the 0.3-kHz centre
frequency but the two clicks at the beginning and the end of the tone burst
become more prominent in the two lower band-pass filters. Their frequency
content corresponds to the centre frequency of the respective filter.

Another effect is also obvious from these responses: the delay time be-
tween the signal at the oval window and the response of the basilar membrane
increases with increasing distance along the basilar membrane or, in other
words, increases with decreasing centre frequency of the band-pass filter. This
means that tones of high pitch or sound components at high frequencies pro-
duce oscillations at the entrance of the cochlea near the oval window with
small delay times. Low tones, or components of sounds with low-frequency



3.1 Preprocessing of Sound in the Peripheral System 31

content, travel far towards the helicotrema and show long delay times. The
delay increases towards the helicotrema; it reaches values of 1.5 ms for en-
ergy near 1.5 kHz and rises to 5 ms near the end of the cochlea. Figure 3.6
illustrates very clearly the two effects that occur in the inner ear treated as
a linear system: frequency resolution on one hand, and the temporal effects,
illustrated in delay times, on the other.

The filters indicated at the left side of Fig. 3.6 reflect a situation that is
often relevant in physiological studies, where it is much easier to keep the
location of observation constant and to observe the influence of frequency
changes. With some approximation, such conditions can be fulfilled in spe-
cial psychoacoustical measurements like psychoacoustical tuning curves. The
frequency dependence found in this way is known as the frequency resolving
power of the hearing system.

The displacement of the basilar membrane is the first stage in the sequence
of the different auditory levels. For constant stimulus amplitude (pure tone
of constant level of 80 dB SPL) the displacement at four locations, 4, 11, 20
and 29 mm from the helicotrema, is shown schematically in the upper part of
Fig. 3.7 as a function of frequency on a logarithmic scale. The first temporal
derivative, the velocity, often assumed to be the effective stimulus driving the
inner haircells, is shown in part (b) of Fig. 3.7. Assuming a linear system,
tuning curves can be constructed from part (b). Tuning curves show the am-
plitude of the stimulus necessary to produce a constant response magnitude
at a certain place as a function of the stimulus frequency. The sound pressure
levels necessary to produce a constant peak velocity of 10−6 m/s at the four
locations are shown in part (c) of Fig. 3.7 as a function of frequency. Instead
of the distance from the helicotrema, the characteristic frequency (CF) for
the location is given and indicates that frequency for which an excitation
is most easily produced. The curves obtained in this way are called tuning
curves. The special dip indicated by plus signs in part (d) occurs at low levels
only and is a consequence of the active processes discussed in the next section
and which lead to much more pronounced frequency selectivity.

(b) Nonlinear Active System with Feedback

The displacements of the basilar membrane are very small. Normal conversa-
tional speech produces sound pressures in the air of about 20 mPa or sound
pressure levels around 60 dB. The associated displacement of the basilar mem-
brane is in the amplitude range of tenths of nanometers, a size that corre-
sponds to the diameter of atoms. However, we can still hear tones which
have a sound pressure 1000 times smaller. Our hearing system must use very
special arrangements to produce such an extraordinary sensitivity.

The differences between the two kinds of sensory cells hint at a special
construction and a special use of the two kinds of cells. Another hint concern-
ing special arrangements at low levels is illustrated in Fig. 3.8 which shows
in simplified form the tuning curve of a haircell for two levels. In Fig. 3.8, the
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Fig. 3.7a, b. Schematic diagram illustrating the formation of tuning curves. Four
different tones with frequencies of 0.3, 1, 3, and 10 kHz show characteristic places
of 4, 11, 20, and 29mm from the helicotrema, respectively. The tones are assumed
to have a sound presure level of 80 dB. The displacement, y, is shown in (a), the
velocity, dy/dt, is shown in (b). The sound pressure levels necessary to produce
a constant velocity dy/dt at four locations as a function of frequency are shown
in (c). Such curves are called tuning curves, however the criterion (in our case
a velocity of 10−6 m/s) can be different from study to study. Nonlinear effects
discussed in Sect. 3.1.5 increase the sensitivity to weak stimuli in the region of the
characteristic frequency, so that a tuning curve marked by the crosses for CF =
12 kHz is ultimately produced

sound pressure level of a tone necessary to produce a certain receptor poten-
tial in a haircell is plotted as a function of its frequency. The dotted curve,
related to a higher voltage (10 mV), shows a shape comparable with the data
outlined in Fig. 3.7c (solid): a gradual decrease in the required level with
increasing frequency up to the characteristic frequency above which the re-
quired level increases strongly. The tuning curve for the lower voltage (2 mV)
has a different shape. (The tuning curve shown has been shifted upward by
17 dB so that the two curves match at low frequencies to facilitate compar-
ison.) For the 2-mV case (solid), the sensitivity around the characteristic
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Fig. 3.8. Tuning curve of a haircell. The sound pressure level of a tone necessary to
produce a certain DC receptor potential (2 mV, circles; 10 mV dots) as a function
of frequency. The 10mV curve is shifted downwards by 17 dB so that the two
curves are superimposed at low frequencies. Data are replotted from Russel, I.J.
and Sellick, P.M.: H. Physiol., 284, 261 (1978)

frequency is much larger than expected from linear extrapolation. The level
dependence of the tuning curves indicates a strong nonlinearity leading, at
low levels, to an additional gain of as much as 30 dB. Very careful measure-
ments of the displacement of the basilar membrane have shown that similar
effects can already be found in such displacement patterns. These data stem
from animals. Taking into account some additional peripherally located ef-
fects like cubic difference tones (see Chap. 14) or otoacoustic emissions (see
Sect. 3.1.4), both observed in man, it must be assumed that our peripheral
hearing system operates with some active nonlinear feedback.

How such a system acts is not yet clear in detail. However, the basic
structure may be deduced from the following functional behaviour. At higher
levels, the inner haircells are directly stimulated by the shearing force pro-
duced between the hairs of the sensory cells and the tectorial membrane,
in response to the local velocity of the basilar membrane. For these high
levels, the outer haircells are of no importance because the large displace-
ments drive them to saturation. At low levels, however, the inner haircells
are only very slightly stimulated in a direct way. An interaction between the
active outer and the inner haircells is therefore assumed to be responsible
for the large dynamic range of the auditory periphery, and for the sharper
frequency selectivity that arises at low levels in addition to the selectivity
attributable to the linear hydromechanic system of the basilar membrane.
The interaction is effectively considered to be instantaneous and therefore
acts by AC-components. It also includes a strong nonlinearity with a transfer
characteristic showing almost symmetrical saturations.

The block diagram given in Fig. 3.9 illustrates these concepts. On the left,
the inner and outer haircells are shown schematically, together with their in-
fluence on each other along the length of the basilar membrane. On the right,
the functional interdependencies are outlined in simplified form for a small
section of the organ of Corti. The arrows in this figure indicate the direc-
tion of the influence; they illustrate the assumption that the outer haircells



34 3 Information Processing in the Auditory System

Fig. 3.9. Principal structures effecting the influence of outer haircells on inner
haircells (left part). This structure remains the same along the organ of Corti. The
right drawing shows the functional relationship between the outer (OHC) and inner
(IHC) haircells for the section, as indicated by the area surrounded by dots in the
left part. Note that only the inner haircells have a neural output

exert a strong influence on the inner haircells. The information contained in
a stimulus is then transferred to afferent nerve fibres which terminate only
on the inner haircells.

At a given location, the available stimulus affects both the inner haircells
and also – through the summation point and a phase shifter – the sensitive
outer haircells. The latter operate as amplifiers with a saturating characteris-
tic, approximated by the transfer function with idealized nearly symmetrical
breakpoints, corresponding to a sound pressure level of about 30 dB. Although
the process is modelled in electrical terms, the influence of the outer hair-
cells on the inner haircells could be mechanical, electromechanical, electrical,
biochemical, or all or any of the above in nature. A single inner haircell may
be influenced by many outer haircells in its surroundings (an effect indicated
by the resistors pointing in and out laterally). However, at high levels, the
amplifiers (outer haircells) are saturated and the adequate stimulus operates
almost exclusively on the inner haircells.

An important part of this functional scheme is the fact that the output
of the outer haircells can influence their input. Such feedback systems are
very sensitive, and they have the tendency to be self-oscillating. Close to
self-oscillation, the feedback loop, with appropriate phase characteristics, en-
hances the adequate stimulus for the outer haircells considerably. If there were
no lateral spread of the feedback, this would lead to an extremely selective
frequency response. Lateral spread of the feedback produces a band-pass-like
frequency selectivity but still preserves the very high sensitivity as discussed
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in Sect. 3.1.5. Thus, in comparison with a totally passive basilar membrane,
frequency selectivity is sharpened at low stimulus levels as long as satura-
tion is not reached. The nonlinear active system feeds back to the motion of
the basilar membrane so that travelling waves of distortion products are also
produced (see Sect. 3.1.5 and Chap. 14). Further, the tendency of this active
feedback system to oscillate sets the stage on which the four different kinds
of otoacoustic emissions can be discussed (see next section).

3.1.4 Otoacoustic Emissions

Otoacoustic emissions are sounds that are produced inside the hearing system
but are measured as acoustical oscillations in air. Emissions are discussed in
this section in some detail because they are more and more frequently used
as an efficient tool for measuring effects produced in the peripheral part
of the human hearing system. Otoacoustic emissions are measured almost
exclusively in the closed ear canal. The level of the emissions is very small
and remains mostly far below the threshold of hearing, so that very sensitive
microphones have to be used. Emissions which can be measured without
any stimulation of the hearing system are called spontaneous otoacoustic
emissions. Evoked emissions are produced as a reaction of our hearing system
to a stimulus. For the measurement of this kind of emission, it is necessary
to install not only a sensitive microphone but also a small sound transmitter
in the probe. Both the microphone and the transmitter should have a broad
frequency response between about 500 Hz and 4 kHz, although the emissions
observed are concentrated in a frequency range between 800 Hz and 2 kHz.
A schematic drawing indicating the periphery of our hearing system and an
individually fitted probe is shown in Fig. 3.10. For special measurements
using low-frequency signals (outlined in Fig. 3.24) sounds can be produced
in an earphone (DT 48), fed through a flexible tube to the closed ear canal
and monitored by an attached low-frequency microphone.

There are four kinds of otoacoustic emissions. The spontaneous otoa-
coustic emissions (SOAEs) are produced, as mentioned above, without any
sound stimulus. The simultaneously evoked otoacoustic emissions (SEOAEs)
can be measured in the closed ear canal during continuous tonal stimulation
of the ear. Delayed evoked otoacoustic emissions (DEOAEs) are responses
to short periodic sound impulses: these sounds may be either broad-band
clicks or narrow-band tone bursts with Gaussian-shaped envelopes. After a
delay which depends on the frequency of the evoking tone burst, otoacoustic
emissions are measured as a response to the stimuli. Because the DEOAEs
are triggered by the evoking sequence of sound bursts, the technique of time-
synchronous averaging can be used to enhance the very small signal-to-noise
ratio of these emissions.

The characteristics of these three kinds of emissions have been extensively
studied. The distortion product otoacoustic emissions (DPOAEs), produced
in the closed ear canal by stimulating with two primaries and searching for
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Fig. 3.10. Schematic drawing of the peripheral hearing system and the probe used
to measure otoacoustic emissions, suppression-, and masking-period patterns

“ear-produced” distortion products, must be measured in more subjects be-
fore their dependencies can be outlined in general form. Only some prelimi-
nary results are discussed.

(a) Spontaneous Otoacoustic Emissions

The frequency analysis of the sound measured in the closed ear canal for a typ-
ical subject in a quiet surrounding, is shown in Fig. 3.11. Sound pressure level
is plotted as a function of frequency with a resolution of a few Hertz. More
than 50% of the ears of normal hearing subjects exhibit one, often several,
spontaneous otoacoustic emissions (SOAE). The emissions show narrow-band
characteristics and have a tonal quality if amplified and reproduced acousti-
cally. The sound pressure level of these emissions is usually between −20 and
−5 dB SPL and rarely exeeds 0 dB. The levels of the spontaneous emissions
measured in 50 normal hearing subjects are shown in Fig. 3.12 as a func-
tion of their frequency. For a certain subject showing several emissions, the
emissions are marked by the number 4 in open circles. Searches for the num-
ber of emissions produced in single subjects using very sensitive microphones
indicate that the number of emissions does not increase with increasing res-
olution: rather it seems that the frequency separation between neighbouring
emissions does not decrease below a certain value. A careful analysis of the
frequency separation between the neighbouring emissions of many subjects
indicates that this distance increases with frequency. Transforming the most
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Fig. 3.11. Example of a frequency analysis of the sound pressure picked up by a
sensitive microphone in the closed outer ear canal. Threshold in quiet corresponds
to about 0 dB; Track 8

Fig. 3.12. Level of spontaneous otoacoustic emissions (SOAE) as a function of their
frequency. Data stem from about 100 ears of 50 normal-hearing subjects. The (4)-
symbols belong to a single ear. The dashed line indicates the noise floor measured
with a bandwidth of 5Hz

probable frequency separation of neighbouring emissions into critical-band
rate (see Sect. 6.2) leads to a relatively strict rule: the distance between
two emissions is most probably 0.4 Bark, independent of frequency. The unit
“Bark” corresponds to the width of one critical band as outlined in Sect. 6.2.

Some SOAEs are not very stable in level. An emission appearing before
a weekend may not be found afterwards, and vice versa. Even during the
same day, spontaneous emission levels can vary distinctly. The frequencies
of the spontaneous emissions, however, are very stable. Although emissions
disappear, they show up again at almost the same frequency. The variation
in frequency is less than 1% and in most cases it is only a few parts per
thousand. Emissions with larger levels seem to be somewhat more stable
than emissions with low levels.
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Fig. 3.13. Suppression-tuning curve, i.e. level of a suppressor tone necessary to
produce a certain reduction of the level of a spontaneous otoacoustic emission, in
our case 6 dB, as a function of its frequency. The square indicates the level and
frequency of the spontaneous emission

Spontaneous emissions can be influenced by additional sounds or varia-
tions in steady-state air pressure. Tones added to the ear in which the emis-
sion occurs can reduce the amplitude of the SOAE. A reduction of 50% in
the sound pressure of the emission is possible, and the frequency variation
of the SOAE in this case remains very small. Plotting the sound pressure
level of an additional tone (the suppressor), which is necessary to reduce the
level of the spontaneous emission – for example by 6 dB – as a function of
the suppressor frequency, produces a suppression-tuning curve. Such a curve
is illustrated in Fig. 3.13 for a relatively large SOAE. The curve shows great
similarity to the neurophysiological tuning curves discussed in Sect. 3.1.3 and
characterizes the frequency selectivity of the hearing system at lower levels.

In order to measure the temporal course of the effects exerted by a sup-
pressor tone on a spontaneous emission, the bandwidth of the analysing sys-
tem must be enlarged. Therefore, only emissions with a sound pressure level
larger than 0 dB can be used, otherwise the signal-to-noise ratio is not suffi-
cient. The temporal course of an emission as a reaction to the onset and offset
of a suppressor is shown in Fig. 3.14. The upper part indicates the temporal
course of the suppressor, the lower part the sound pressure of the sponta-
neous emission, both as a function of time. The reaction of the spontaneous
emission does not start immediately, but with a certain delay time Td and a
certain time constant τ of about 15 ms (dotted line).

It is also possible to change the level of the spontaneous emissions peri-
odically with a low-frequency tone. The period of these tones must be long in
relation to the time constant in order to produce large effects. In discussing
spontaneous emissions, it should be pointed out that normal hearing (not
more than 20 dB hearing loss in the frequency range in question) seems to
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Fig. 3.14a, b. Temporal effect of a suppressor with the sound pressure versus
time function, as given in (a), on the amplitude of the sound pressure of a large
spontaneous otoacoustic emission (b). Exponential decay and rise times of 15 ms
which match the SOAE characteristics are indicated by dotted curves

be a condition that has to be fulfilled. This means that the production of
spontaneous emissions is a clear hint of good hearing capability in the fre-
quency range in which the emission occurs. However, the non-existence of
emissions is not an indication of abnormal hearing, since only 50% of normal
hearing subjects show spontaneous emissions. Additionally, our experience
has shown that tinnitus is not related to spontaneous emissions as long as
the level of the emission is less than about 20 dB, a value which is only very
rarely exceeded.

(b) Simultaneous Evoked Otoacoustic Emissions (SEOAE)

Simultaneously evoked otoacoustic emissions (SEOAE) can be identified most
easily when the frequency response of the probe microphone is measured for
different levels which are fed electrically into the transmitter of the probe.
The uppermost curve in Fig. 3.15 shows such a response for an electrical level
of 52 dB. It is almost a straight line, and indicates the frequency response of
the whole probe including transmitter, microphone and ear cavity, without
an active inner ear. Reducing the input level by 12 dB, the curve marked
40 dB is produced; it is – as expected – shifted 12 dB downwards. Decreasing
the input level by another 10 dB produces a frequency response that is no
longer a straight line, but indicates very small but consistent variations which
become larger at input levels of 20 and 10 dB. Peaks and valleys are clearly
visible and remain at the same frequencies even for smaller input levels of 0
and −10 dB, where the internal noise of the apparatus and of the subject in-
creasingly influence the response. A linear system would not show such a level
dependence. The ear, however, reacts in a level-dependent manner, and the
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Fig. 3.15. Responses of the probe microphone for different electrical levels fed into
the transmitter of the probe and picked up in the closed ear canal of a subject as
a function of frequency

small variations of sound pressure or sound pressure level are indications of
SEOAEs. As shown in Fig. 3.16, such SEOAEs not only influence sound pres-
sure, but also phase as a function of frequency. Whereas the phase response
and the amplitude response are almost straight for high levels (broken lines),
the phase response at low levels (solid) shows variations around the straight
line. The phase response corresponds specifically to variations of sound pres-
sure: an upward crossing of the two sound pressure curves corresponds to a
peak in the phase response.

SEOAEs have been found in about 90% of ears. Spontaneous emissions
(SOAE) are transformed to SEOAEs if driven by an appropriate signal about
10 to 20 dB above the SOAE level. At these levels, spontaneous emissions are
synchronized to the stimulating tone. At low levels of stimulation, however,
a spontaneous emission remains at its own frequency and is not synchronized
to the evoking tone.

Using special apparatus and data processing, suppression tuning curves
as well as temporal effects of SEOAEs can be measured. The results indicate
similar responses to those already discussed for spontaneous emissions. This
similarity is a hint that spontaneous emissions and simultaneously evoked
emissions may be created by the same source.

(c) Delayed Evoked Otoacoustic Emissions (DEOAEs)

Delayed evoked otoacoustic emissions (DEOAEs) are responses of our hearing
system to short sound impulses. Repetition rates of 20 to 50 Hz are suitable
and correspond to an analysis time of 50 to 20 ms. Within this time, most



3.1 Preprocessing of Sound in the Peripheral System 41

Fig. 3.16. Amplitude (upper panel) and phase (lower panel) of the sound pressure
produced by a small probe transmitter and picked up in the closed ear canal of a
subject for the two conditions of transmitting an electrical level of 10 dB (solid)
and 60 dB (broken) to the transmitter

of the delayed emissions reach their maximum. Both the time function and
the level dependence of the DEOAE are important. Figure 3.17 illustrates a
characteristic example. Sound pressure-time functions measured in the closed
ear canal are shown on the right, where the gain is kept constant. The sen-
sation level, i.e. the level above threshold in quiet of the burst sequence used
as an evoker to produce DEOAEs, is the parameter. Because the emission
is much smaller in level than the evoking bursts, the latter is far too large
to be shown on a normal plot. This is especially the case (shown on the
right of Fig. 3.17) if the gain is kept constant. This means that the same
ordinate scale is used, although the evoking level changes. In this case, it be-
comes clear that the amplitude of the emission increases when the sensation
level is increased from −6 to +24 dB. Above that, the emission’s amplitude
reaches a kind of saturation. In order to check that no unwanted distortions
at high levels are produced, it is convenient to use a relative constant am-
plitude scale (Fig. 3.17a), instead of an absolute constant scale (Fig. 3.17b).
In such a display of time functions produced by different sensation levels, it
becomes clear that the relative amplitude remains equal at low levels. This
means that the delayed evoked emission behaves linearly for sensation levels
of evoking impulses smaller than about 18 dB. For larger sensation levels, the
relative amplitude decreases, which means – as seen in Fig. 3.17 – that the
absolute amplitude remains approximately constant. In the left panel, the
time function of the emission changes its amplitude drastically for sensation
levels above 18 dB while for the same conditions, the time functions of the de-
caying evoking bursts remain level independent. Hence, the time function of
the evoking impulse is transferred correctly through the transmitting system.
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Fig. 3.17a, b. Sound pressure versus time functions for delayed evoked otoacoustic
emissions produced by Gaussian-shaped tone bursts of different levels, expressed in
sensation level, SL. The difference from trace to trace is 6 dB. In part (a), the gain
of the amplifier is reduced in the same way as the sensation level is increased. This
leads to a level-independent time function for the stimulus. In part (b), the gain is
kept constant leading to increasing amplitude of the time function of the stimulus.
The data are from the same subject as those of Fig. 3.15

The equivalent RMS value of the sound pressure emitted within a certain time
window is used to calculate the level of the delayed evoked emission. Such a
time window is shown in Fig. 3.17 by two vertical dashed lines. Many emis-
sions last much longer than the time window, while others are composed of
a compact time function and can be described as having a certain delay.

The level calculated within the individual time window that includes the
main sound pressure of the emission is plotted in Fig. 3.18, as a function of
the sensation level of the evoking short burst (1 oscillation of a 2-kHz tone,
in this case). At low levels, the relation between the level of the DEOAE and
the evoking level is approximated by the broken 45◦-line, indicating linear
growth. At levels 10 to 20 dB above threshold in quiet, the emission level
saturates more and more, and becomes independent of the evoking level.
Different subjects and different emissions from the same subject lead to quite
different levels of DEOAEs. The largest ones lie only about 5 to 10 dB below
the level of the evoking sound.

The linear behaviour of delayed emissions can be demonstrated by su-
perimposing emissions produced by single cycles. Four cycles of the evoking
sound represent a tone burst, which can be thought of as being produced by
four sequentially presented stimuli, each with the duration of a single cycle.
The evoked emissions can be thought of as being produced in the same way.
The time function of an emission produced by an evoking burst with four cy-
cles can be compared with the time function constructed by superimposing
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Fig. 3.18. Dependence of the level of delayed otoacoustic emissions on the level of
the evoking 2-kHz, 1-cycle burst for three different subjects. Threshold in quiet of
the three subjects is given by filled symbols. The dots represent data of an additional
21 subjects for an evoker level of 25 dB SPL

Fig. 3.19. Time functions for delayed otoacoustic emissions evoked by single os-
cillations of a 1.5-kHz tone with a sensation level of 8 dB ( “1”, “4”). Track “4” is
delayed by three periods in comparison to “1”. The digital summation of track “1”
and track “4” together with the two tracks between lead to a time function that is
denoted track “1 + 2 + 3 + 4”. The emission “1234” evoked by a 4-cycle stimulus
is indicated in the lowest track. Note the good agreement between the latter two
time functions

four single emissions produced by four single evoking cycles. The result of
such a construction is shown in Fig. 3.19, where the emission of the first and
of the fourth single oscillation are shown in the two upper traces. The super-
imposed time function calculated from the responses to four single emissions
is compared with the time function produced by a tone burst of four cycles.
The almost exact identity of the two lower time functions in Fig. 3.19 indi-
cates clearly that delayed evoked emissions follow linear superposition at low
amplitudes.
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Fig. 3.20. Relationship between delay time of the delayed evoked otoacoustic emis-
sions and their frequency region. The dashed line approximates the reciprocal value
of 0.4 Bark, when expressed in frequency distance, ∆f

The delay time of an emission depends on its frequency. An average of
available results shows a decreasing delay time for increasing emission fre-
quency. Figure 3.20 displays this relationship, which indicates that for low
frequencies near 500 Hz a delay time of about 20 ms is measured, whereas
emissions with high frequency content are produced with a much shorter de-
lay, about 4 ms at 4 kHz. It should be mentioned, however, that many emis-
sions show a time function that is not concentrated within a narrow time
window. Long lasting emissions with partly modulated time functions often
occur, and some are not completely decayed even after a delay of 80 ms. For
such long-lasting emissions, the delay time shown in Fig. 3.20 holds for the
first, and usually the largest, maximum in the time function of the emission.
If the evoker is composed of a tone burst with a Gaussian envelope, its ef-
fective frequency content is restricted to a small range, and so is that of the
delayed emission.

The frequency spectrum of a stored delayed emission can be measured
by analysing the periodically repeated time function of the emission without
the evoking sound burst. Figure 3.21 shows such spectra for four sensation
levels of the evoking impulse. The four spectra indicate very clearly that
the spectral energy is not distributed continuously, but shows very distinct
maxima in which most of the energy of the emission is concentrated. This
effect is almost independent of the sensation level of the evoking impulse.

There are various ways of influencing the amplitude of the delayed evoked
emissions with suppressing sounds. The most impressive effect is the suppres-
sion of the delayed evoked emissions by low-frequency sounds, with a period
corresponding to the repetition rate of the evoking tone burst. The suppres-
sion of the delayed emissions corresponds very closely to the audibility of the
evoking tone burst. This result points to the fact that threshold in quiet and
the masked threshold are closely related to the different kinds of emissions;
these relations are described in the next section.
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Fig. 3.21a, b. Time function (a) and spectra (b) of delayed otoacoustic emissions
evoked by bursts of different sensation level. The arrows in (c) mark maxima in
the spectra, those in (d) the minima in the frequency dependence of threshold in
quiet of the same subject

(d) Relation between Emissions and Threshold in Quiet

The three discussed kinds of emissions seem to be created by the same source,
as can be deduced from several effects. One of these effects is that the minimal
frequency distance between neighbouring spontaneous emissions, or between
neighbouring maxima in the spectral composition of delayed emissions, are
the same and amount to about 0.4 Bark, i.e. a little less than half a criti-
cal band. In this context, it may be interesting to realize that the reciprocal
value of the delay time of the delayed evoked emissions is almost identical to
this value of 0.4 Bark, as would be expected in linear circuits. Moreover, a
spontaneous emission that has disappeared, has been measured as a relatively
strong simultaneously evoked emission during the same day. Further, spon-
taneous emissions can also be measured as simultaneously evoked emissions,
an effect that also indicates that the source of the three kinds of emissions
may be the same.

An impressive effect, leading to the same conclusion, is the strong relation
between the spectral composition of the emissions and the fine structure of
the threshold measured in quiet as a function of frequency. When thresh-
old in quiet is measured very carefully, i.e. not with continuously changing
frequency but measuring point by point with a frequency distance between
the points of only 2 or 3 Hz, many subjects show distinct maxima and min-
ima. The same subjects usually show also many large emissions. Figure 3.22
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Fig. 3.22. Level of transducer voltage at threshold in quiet of a subject who
produces evoked, but not spontaneous emissions. The minima are marked by arrows
with two lengths corresponding to the depth of the minima. The same arrows are
marked in Fig. 3.21, part (d)

illustrates threshold in quiet for the same subject for whom the spectra of the
delayed evoked emissions were outlined in Fig. 3.21. The minima of thresh-
old in quiet are marked in Fig. 3.22 by arrows that are reproduced at the
corresponding frequencies in panel (d) of Fig. 3.21. The pronounced minima
of threshold in quiet (panel (d)) show a perfect correlation with the max-
ima in the spectral composition of delayed evoked emissions (panel (c)). This
means that threshold in quiet shows lower values (the hearing system is more
sensitive) if the spectrum of the evoked emission has a maximum.

This holds not only for delayed evoked emissions and their spectral compo-
sition but also for spontaneous otoacoustic emissions. An example is given in
Fig. 3.23. The frequencies of spontaneous emissions are indicated by arrows at

Fig. 3.23. Level of the transducer voltage at threshold in quiet for a subject who
produces several spontaneous emissions (frequencies are indicated by arrows with
the levels given underneath)
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Fig. 3.24a–e. Threshold (a) of sequences of tone bursts (b) masked by a sequence
of alternating Gaussian-shaped DC pressure impulses (c). The time functions of
delayed otoacoustic emissions evoked by the tone bursts are presented in (d) for
different times of presentation of the evoking tone burst within the period of the
suppressor (c). The averaged RMS value of the emissions is shown in (e) as a
function of the time at which the evoking tone burst was presented within the
period of the masker. Note the mirror-like correspondence of the curves outlined
in (a) and (e). Diamonds in (a) and squares in (e) correspond to data produced
without masker and suppressor, respectively

the lower edge together with their respective levels. The frequencies of emis-
sions correspond very closely to the minima in the frequency dependence of
threshold in quiet for the same subject. This result suggests a strong corre-
lation between hearing ability at low levels near threshold in quiet and the
three kinds of otoacoustic emissions.

Another impressive example of a relationship between hearing near thresh-
old in quiet and emissions is found in the suppression of evoked emissions by
low frequency Gaussian-shaped condensation and rarefaction impulses. The
time function of such a suppressor is shown by the solid curve in Fig. 3.24c.
The evoking tone burst (b) is presented at a sensation level of 20 dB. The
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time functions of the evoked emissions are outlined in Fig. 3.24d, using
a time scale pointing upwards. The horizontal position of each time function
corresponds to that instant within the period of the low-frequency masker at
which the evoking tone burst is presented. The time functions of the emis-
sions evidently depend on the time of presentation of the evoking burst within
the period of the suppressor. At a time that corresponds to the moment of
the suppressor’s rarefaction maximum, the emission disappears completely.
During the period which lies between the maximum of rarefaction and the
maximum of condensation, the time function of the emission remains almost
unchanged. In the neighbourhood of the condensation impulse, emissions are
again reduced but not as much as near the maximum of the rarefaction.

The overall behaviour is summarized in Fig. 3.24e, which shows the RMS
value of the delayed evoked emission’s sound pressure within the time window
marked in (d) as a function of the temporal presentation of the evoker within
the period of the suppressor. At the condensation maximum of the suppressor,
the RMS value of the emission shows three minima. In addition, the mask-
ing effect produced on the tone burst by the alternating condensation and
rarefaction impulses was measured. In order to provide direct comparisons,
the same tone burst used as the evoker was used for threshold measurements.
The threshold of the tone burst was also measured as a function of its posi-
tion within the period of the suppressor, in this case called the masker. The
resulting masking-period pattern is displayed in Fig. 3.24a. It shows the level
of the test-tone burst that is just audible in the presence of the masker as a
function of the time of presentation within the masker’s period. The masking
period pattern outlined in Fig. 3.24a is an almost perfect mirror image of
the suppression-period pattern outlined in Fig. 3.24e. This result indicates
that hearing near threshold and suppression of delayed evoked emissions are
very closely related: the evoked emissions disappear under those conditions
for which the evoking tone burst is no longer audible.

(e) Distortion Product Emissions 3.17a, b

When two primary tones with the frequencies f1 and f2 are presented to an
ear, additional tones with pitches correlated to the frequencies f2 − f1 and
2f1−f2 become audible (see Chap. 14). Such audible distortion products can
be cancelled by adding a tone of corresponding frequency and correct level
and phase. Such cancellation, based on psychoacoustical perception, is called
hearing cancellation. Based on purely objective methods and apparatus, dis-
tortion product emissions can be measured in the closed outer ear canal by a
sensitive microphone. A linear set up and a very low noise floor are necessary
to produce relevant data. The method of cancellation can also be used by
adding a tone of the corresponding frequency adjusted in level and phase, so
that the objectively measured difference tone which appears is compensated
to indetectable low values.
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Fig. 3.25a–c. Frequency sweeps of the spectra obtained for sensation levels of
the primaries SL1 = 60 dB and SL2 = 50 dB with the frequencies f1 = 1620 Hz,
f2 = 1851 Hz and (2f1 − f2) = 1389Hz in the outer ear canal of a normally hearing
subject (a), with the emission cancelled (b), and with the probe placed in a small
passive cavity (c)

Figure 3.25 shows an example for the distortion product at the frequency
(2f1 − f2) = 2 × 1620 Hz – 1851 Hz = 1389 Hz and its cancellation. Two
primaries are shown in the lower trace with the probe placed in a passive
cavity instead of in the outer ear canal. It is thus shown that no measureable
distortion product appeared at 1389 Hz, where the noise floor is more than
85 dB below the 1620-Hz primary. Placing the probe in the outer ear canal of
a normally hearing subject, a distortion product emission at 1389 Hz is clearly
indicated in the upper trace. The middle trace shows a frequency sweep with
the emission cancelled by adjusting an added third tone at 1389 Hz in level
and phase, so that the emission’s level is reduced below the noise floor. The
levels and phases needed for such cancellations are collected and plotted as
a function of different parameters.

A typical example is given in Fig. 3.26 for which the sensation level, SL1,
of the lower primary at 1620 Hz, is kept constant as a parameter at 50, 60,



50 3 Information Processing in the Auditory System

Fig. 3.26a, b. Cancellation level SL(2f1−f2) and phase ϕ(2f1−f2) of distortion prod-
uct emission with f1 = 1620 Hz, f2 = 1800 Hz and 1944 Hz, i.e. (2f1−f2) = 1440 Hz
and 1296 Hz or ∆f = 180 Hz and 324Hz, respectively, as a function of the sensation
level SL2 with SL1 as the parameter (Subject K.M.l.)

and 70 dB, while the sensation level for cancellation (which is equal to that
measured directly) is plotted as a function of the sensation level, SL2, of the
upper primary at 1800 Hz in (a) and at 1944 Hz in (b). The distortion prod-
uct emissions show very small levels between −20 dB (close to the noise floor)
and +15 dB. The dependence on level SL2 is unusual in view of the charac-
teristics of regular nonlinearities. Individual differencies are large. The few
data available so far do not allow general statements on the characteristics of
the distortion product emissions. However, it was demonstrated that abrupt
changes in level and phase of the (2f1 − f2) distortion product as a function
of one of the primary levels at constant primary frequencies can occur, and
that the levels needed for emission cancellation are 30 to 50 dB smaller than
the levels needed for hearing cancellation as discussed in Chap. 14.

3.1.5 Model of the Nonlinear Preprocessing System

A model of peripheral preprocessing has to account for all three character-
istics mentioned in Sect. 3.1.3, part (b): activity, feedback with lateral cou-
pling and nonlinearity. Such a model simulates the mechanical and electrical
events in the inner ear, and explains not only the level dependent frequency
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selectivity but also the effects of suppression and simultaneous masking, cu-
bic difference tone generation, the three kinds of otoacoustic emissions, and
suppression- and masking-period patterns. The model is simple in its basic
structure but, because of the nonlinearities, its functional behaviour is not
easily understood.

The model contains linear and nonlinear networks. In order to under-
stand the interactions between these two kinds of networks and to search
for relevant approximations useful for a computer model, the model was first
realized in analogue hardware. Although such a realization limits the pos-
sibility of using a large number of sections, and of creating precisely the
type of nonlinearity wanted, the advantage of learning a great deal about
information processing in such a system outweighs the disadvantage of some
inaccuracies. The outer ear and the middle ear are ignored in the model and
it is assumed that they do not produce nonlinear effects. They can therefore
be treated as linear circuits, the frequency and phase response of which can
easily be added at the input of the model. The hydromechanics of the inner
ear and the behaviour of the outer haircells, however, play a crucial role and
are responsible for the frequency-place transformation. The approximation of
the complicated hydromechanic system by a one-dimensional model is rough
but effective. It shows the important facts, although the subdivision of a
continuous fluid medium into the sections of a hardware model necessarily
creates discontinuities. In order that these artifacts be distinguishable from
real facts, the number of sections is limited to about 8 per mm length of the
organ of Corti, corresponding to 10 sections per critical band.

The schematic diagram shown in Fig. 3.27a indicates the structure of the
electrical circuit usually described as being equivalent to the hydromechanical
network in the inner ear, regarding displacement of the basilar membrane.
This network, however, was transferred into the dual network (Fig. 3.27b), to
enable study with voltages instead of currents. The possibility of a resonating
tectorial membrane is ignored by assuming that its damping is large enough
to integrate its influence into the elements of the approximation. The outer
haircells are assumed in this model to act only as nonlinear amplifiers, the
outputs of which strongly influence the input to the inner haircells and feed
back to the vibration of the basilar membrane, not only at the same location
but also at adjacent places in both directions. To account for this lateral
spread, additional feedback to the next two neighbouring sections on both
sides is installed, with a reduced effectiveness of half of the direct feedback for
the first and one quarter for the second neighbour. This way, the additional
features of lateral mechanical or electrical coupling and of two-dimensional
approximations are included, but the basic structure of the model remains
simple.

The information contained in a stimulus preprocessed this way is trans-
ferred to higher centres only via the inner haircells. The amplification char-
acteristic of the outer haircells is nonlinear with an almost symmetrical
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Fig. 3.27a–c. Block diagram of the hardware model realized in sections of 130 µm
(corresponding to 0.1 Bark). (a) shows the equivalent electrical circuit of the hydro-
mechanics of the inner ear normally used to represent basilar membrane velocity.
(b) shows the dual circuit of (a) with driving impedance at the oval window and
load impedance at the helicotrema. Part (c) of the model illustrates the additional
nonlinear feedback circuits at each section representing the function of the outer
haircells

saturation. At input levels that correspond to more than 10 dB SPL, the
amplification characteristic becomes more and more saturated. Such behav-
iour is approximated in the model by diode networks. The inner haircells play
a secondary role in the model. Indeed, the inputs to the inner haircells are the
outputs of the model: preprocessing in this context ends at the oscillation-to-
spike-rate transformation. Finally, all sections of the model along the basilar
membrane are assumed to have the same basic structure.

Details of the networks in the hardware model may be referred to in the
literature. However, the nonlinear feedback loops simulating the effects of the
outer haircells and outlined in Fig. 3.9, are clearly seen in Fig. 3.27c. They
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Fig. 3.28. Level response (left-hand ordinate) and phase response (right-hand or-
dinate) for input level of 60 dB of the output “vibration of basilar membrane”
(BM) at the places 8.5, 11.5, and 14.5 Bark, corresponding to CFs of 1, 1.6, and
2.5 kHz, as a function of frequency. The parameter is the level at the input, i.e. of
the driving voltage source at the 400-Ω resistor in front of the “oval window”. The
dotted horizontal bars correspond to the critical bandwidth

comprise a linear amplifier and a nonlinear symmetrical saturating device, the
output of which feeds back through a large resistor to the point “vibration
of BM”, which is also the input to the amplifier. The lateral symmetrical
coupling towards neighbouring sectios through even larger resistors is also
indicated. indicated.

There are two ways to illustrate the behaviour of such a model: the fre-
quency response at a certain place, or the place response for a certain fre-
quency. Because it is more convenient to measure, the frequency response
at a certain place is more commonly used. Results of such measurements
are directly comparable to neurophysiological and psychoacoustical tuning
curves.

An important characteristic of the model is the level dependence of its
frequency response. An example is given in Fig. 3.28 for three sections of 8.5,
11.5 and 14.5 Bark, i.e. a distance on the basilar membrane of 11.4, 15.4, and
19.4 mm from the helicotrema, corresponding to characteristic frequencies of
about 1, 1.6, and 2.5 kHz, respectively. The characteristic frequency is de-
fined as that frequency for which the frequency response reaches its highest
local maximum at low input levels. The peak shifts towards lower frequencies
at high input levels. The general characteristic of the frequency response is
of a low-pass shape, as expected. The low-frequency slope is relatively shal-
low, whereas the high-frequency slope is rather steep. At lower levels, the
frequency response is much more strongly peaked than at high levels, and
shows several maxima due to the irregularities of the model elements. At
levels below 10 to 20 dB, the shape of the response becomes almost level
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independent; the same holds for levels above 90 dB. This means that the
model acts quasi-linearly at very low and very high levels. Another effect is
the nonlinearity in the function which relates the input level Lip (parameter)
to the peak values of the level LBM (left-hand ordinate). This compression
of dynamic range may be quantified for the data at 14.5 Bark, i.e. a charac-
teristic frequency (CF) near 2.5 kHz. For an input level difference of 100 dB
(parameter), the level LBM rises only 57 dB. This is best considered as an
enhancement of as much as 43 dB at low levels at or in the neighbourhood of
the CF.

The phase response obtained for a medium input level (60 dB) is indicated
by the dashed lines for the three data sets in Fig. 3.28. The phase lag increases
with increasing frequency and reaches about 700◦, 600◦, and 500◦ at the
characteristic frequencies for places of 8.5, 11.5, and 14.5 Bark respectively.
The general characteristic of the phase response is level independent, but the
phase lag increases step-wise for low input levels at places which correspond
with level maxima.

In this context, it is interesting to realize that the most probable fre-
quency distance between neighbouring minima for threshold in quiet or be-
tween neighbouring spontaneous emissions, is closely related to the frequency
distance needed to shift the phase by 180◦ near the CF. The data of Fig. 3.28
at 1, 1.6, and 2.5 kHz indicate about 70, 110 and 160 Hz, respectively. These
spacings agree with the SEOAE data measured in the model and with the
reciprocal value of the corresponding DEOAE-delay times of about 19, 9, and
6 ms.

Level responses of the model measured as a function of place in response to
certain frequencies are plotted in Fig. 3.29, together with the corresponding
phase-place responses for input levels of 60 dB. For a frequency of 1580 Hz,
level responses are given for five different levels. The response for large input
levels shows a shallow upper slope, whereas for low input levels this response is
steeper, although still relatively broadly peaked, indicating that the feedback
produces a band-pass-like tuning at low input levels. Phase responses at 60 dB
are shown by the dashed lines in Fig. 3.29. The more the wave travels towards
the helicotrema (i.e. towards lower critical-band rate), the more phase lag is
established. More than 1000◦ can be accumulated before the phase lag levels
off.

The phase lag along the length of the model varies little as a function
of level for input levels larger than 70 dB. For lower levels, however, the
phase response shows a ripple, related to that of the level response, indicating
superimposed standing waves. As a consequence, the phase response at low
critical-band rates may end up with 360◦ more phase lag at medium and low
levels in comparison with the response at high levels.

All three kinds of otoacoustic emissions can be created in the model. In-
creasing the gain in the feedback loops so that oscillations occur produces
the equivalent of spontaneous emissions. Such spontaneous emissions can
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Fig. 3.29. Level response (left-hand ordinate) and phase response (right-hand or-
dinate) as a function of section number (expressed in critical-band rate) with input
level, Lip, as the parameter for 1580 Hz (otherwise Lip = 60 dB). Input frequencies
are 1000, 1580, 2477, and 3950 Hz, which produce maximal BM levels at places
corresponding to 8.5, 11.5, 14.5, and 17.5 Bark for low input levels

be suppressed by adding tones leading to suppression-tuning curves in the
way described for human subjects in Sect. 3.1.4. The same holds for simul-
taneously evoked emissions; their existence is indicated by the ripple in the
frequency responses plotted in Fig. 3.28 for low levels. Suppression-period
patterns can also be simulated in the model as well as post-stimulus suppres-
sion effects with delayed evoked emissions.

The disadvantage of the hardware model which allows a resolution of only
10 sections per critical band, can be reduced in a computer model where the
number of sections can be greatly increased, with only the available com-
puting time limiting the number. The basic structure of a computer model
acting in the frequency domain but ignoring lateral feedback coupling, is out-
lined in Fig. 3.30. Each section consists of a complex element due to hydro-
mechanics (Y cν); an additional element (Znlν) reproduces nonlinearity and
feedback. Solutions in the time domain can be found using a computer model
that is based on the wave-parameter-filter strategy. Such models are flexible
enough to simulate lateral feedback coupling as well. The agreement between
the results produced in computer models and in the analogue model is very
good, especially if irregularities in the distribution of the elements along the
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Fig. 3.30. Signal flow chart of the computer model acting in the frequency domain

Fig. 3.31a–c. Simultaneously evoked emissions, i.e. level-frequency responses at
low input levels calculated in the wave-parameter model (a) with two irregularities
introduced near 8.5 Bark corresponding to 1 kHz. Data outlined in (b) are measured
in the closed ear canal of a human subject, those outlined in (c) stem from the
analogue model

critical-band rate are introduced. These are necessary to produce emissions
that are not seen in computer models with homogeneously distributed ele-
ments.

Examples of simultaneously evoked emissions produced in the wave-
parameter computer model are shown in Fig. 3.31a. Two irregularities are
introduced so that the emissions occur in a frequency range similar to that of
the strong emissions picked up in the closed ear canal of a subject as shown
in Fig. 3.31b. Similar data produced in the analogue model are outlined in
Fig. 3.31c. The corresponding delayed evoked emissions are illustrated in the
three panels of Fig. 3.32. A comparison of Fig. 3.31 and Fig. 3.32 indicates the
previously mentioned relationship between the frequency differences of neigh-
bouring extreme values, ∆f , and the delay-time, td, given by ∆f = 1/td.

The creation of delayed emissions from the contribution of many sections,
can also be illustrated using the analogue model. It is the advantage of such a
model that voltages equivalent to basilar membrane velocity can be picked up
as easily as voltages equivalent to oval window velocity. Figure 3.33a shows
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Fig. 3.32a–c. Delayed evoked emissions, i.e. pressure-time responses at low input
levels calculated in the wave-parameter model with two irregularities (a), measured
in the closed ear canal of a human subject (b) and picked up from the analogue
model (c). The data correspond to those outlined in Fig. 3.31

Fig. 3.33a, b. Oval window velocity equivalent voltages (top and bottom) and
basilar membrane velocity equivalent voltages (places 10.8 to 12.6 Bark) from the
analogue model as responses to Gaussian-shaped 1.5-kHz tone bursts with input
levels of 30 dB (left) and 70 dB (right). The gain, g, is reduced as much as the level
is increased
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the time functions of voltages picked up at several sections for a low level
(30 dB). Figure 3.33b indicates the corresponding function for input levels of
70 dB. From this it becomes clear that the delayed emissions are not produced
by early responses of the basilar membrane in response to the evoking tone
burst. Rather, the decaying oscillations of some parts of the basilar membrane
are responsible for the production of the long delay of the delayed emissions.
The effect can be seen more clearly by inspecting the contributions of each
section separately. The contributions cancel each other out in the early part
of the delay. For the delay corresponding to that of the DEOAEs, however,
the time functions of the contributions are nearly in-phase and are added
together to produce the delayed emission. Figure 3.33b indicates that the
model does not show delayed emissions at high input levels although large
oscillations of the basilar membrane are clearly present.

Suppression of delayed emissions by low-frequency tones can also be
demonstrated in the hardware model. Careful studies of the behaviour of the
hardware model under such conditions show that the very large low-frequency
components drive the nonlinearity in the feedback loops into saturation. Thus
the feedback gain is strongly reduced, the decay is faster and therefore the
emission is drastically reduced. Moreover, the model gives a simple but effec-
tive explanation of the behaviour measured in masking-period patterns and
in suppression-period patterns, in that the second derivative of the suppres-
sor’s time function (dotted in Fig. 3.24c) can be assumed to be the source of
masking and suppression.

The data measured in man and that recorded from the models suggest
that:

a) the cochlea acts in a way similar to that of the models; b) the three
kinds of emissions stem from the same source; c) the phase response of the
cochlea’s hydromechanics is somehow responsible for the frequency distance
between neighbouring spontaneous emissions and between extreme values
of either evoked emissions or thresholds in quiet; d) the long delay of de-
layed evoked emissions is due to many decaying contributions from various
places along the basilar membrane, which cancel each other out just after
the evoking stimulus but add up to the delayed emission later; and e) the
double-peaked shape of the suppression-period patterns produced by high-
level, low-frequency sounds reflects the nearly symmetrically shaped saturat-
ing nonlinearity of the feedback loops, which approximate the function of the
outer haircells in the model.

3.2 Information Processing in the Nervous System

The entire flow of information from the inner ear to the brain in man runs
through approximately 30000 afferent auditory nerve fibres. These fibres dif-
fer in spontaneous activity and in the range of their frequency response. The
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distribution of frequencies that occurs peripherally in the cochlea is preserved
in these fibres, i.e., the characteristic frequency of a fibre is determined by that
part of the basilar membrane where it innervates an inner haircell. Together
with the fact that the nerve fibres tend to maintain their spatial relations to
one another, this results in a systematic arrangement of frequency responses
according to location in all centres of the brain, and is called tonotopic orga-
nization. Effects already seen in the peripheral preprocessing are also found
in nerve fibres. At low sound levels for example, a stimulus containing sev-
eral frequencies stimulates several separated small groups of nerve fibres. At
higher levels, however, the fibres are less selective, which means that a single
tone stimulates many fibres at different locations. The dynamic range of the
haircells, and therefore of the fibres, is assumed to be about 40 to 60 dB. De-
spite these restrictions we can perceive intensities over a range of more than
100 dB because of two factors: firstly, the peripheral preprocessing produces
some dynamic compression, and secondly, at higher intensities different nerve
fibres become stimulated according to their sensitivity. At low frequencies,
the fibres respond according to the instantaneous phase of the motion of
the basilar membrane. At high frequencies, above about 3.5 kHz, this phase
synchronization disappears.

In order to obtain information about the location of the sound source in
space, it is necessary, even in lower centres of the brain, that a significant
exchange of information from the two ears occurs. Through a comparison of
patterns related to intensity, phase and latency from both ears, the informa-
tion concerning source location can be extracted. Figure 3.34 shows a highly
simplified schematic diagram of the afferent neural pathways to and within
the brain from an inner haircell of the organ of Corti. Although afferent fibres
from the other side of the brain (contralateral) and efferent fibres are not in-
cluded, the diagram is complicated despite high simplification. The higher the
centres of the auditory system, the more complex are the cell constructions
and the cell responses. The sensory cells seem to become more specialized at
higher neural levels. Some of them react to interaural delays, some to very
small level differences between the ears, some to frequency modulated tones
and others to amplitude changes. Our knowledge of the whole system may
be simplified and summarized as follows: firstly, there is a large interchange
of information between the two sides of the auditory nervous system in lower
centres, so that information for sound localization can be analysed in early
parts where temporal information is more accurately determined, and sec-
ondly, many components of the stimulus are analysed separately, although
only some of the brain cells are specialized while others show generalized. The
responses increasing complexity of the cell responses in higher centres can be
traced to the combination of the various separated components. In this way,
the brain can analyse relatively simple signals, for example time differences,
in lower centres but analyses complex stimuli in areas with complex, mul-
timodal responses. It should be realized, however, that our understanding
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Fig. 3.34. Highly simplified schematic diagram of the afferent (ascending) neural
connections in the brain from an inner haircell in the organ of Corti. Afferent fibres
from the other side of the brain (contralateral) and efferent (descending) fibres
are not included. HC haircell; CG cochlear (spiral) ganglion; DCN dorsal cochlear
nucleus; VCN ventral cochlear nucleus; SO superior olivary nucleus; NLL nucleus
of the lateral lemniscus; IC inferior colliculus; MG medial geniculate; PCO primary
cortex

of information processing, especially in higher centres of the brain, is still
incomplete. From this point of view, psychoacoustics, which describes the
relationship between the lowest level (the stimulus) and the highest possible
level (the sensation), is an attractive way of assessing our hearing system.



4 Masking

The masking of a pure tone by noise or by other tones is described in this
chapter. Both psychoacoustical tuning curves and temporal effects in masking
are addressed, effects related to the pulsation threshold are described, and
finally, models of masking are developed.

Masking plays a very important role in everyday life. For a conversation on
the pavements of a quiet street, for example, little speech power is necessary
for the speakers to understand each other. However, if a loud truck passes by,
our conversation is severely disturbed: by keeping the speech power constant,
our partner can no longer hear us. There are two ways of overcoming this
phenomenon of masking. We can either wait until the truck passed and then
continue our conversation, or we can raise our voice to produce more speech
power and greater loudness. Our partner then can hear the speech sound
again. Similar effects take place in most pieces of music. One instrument may
be masked by another if one of them produces high levels while the other
remains faint. If the loud instrument pauses, the faint one becomes audible
again. These are typical examples of simultaneous masking. To measure the
effect of masking quantitatively, the masked threshold is usually determined.
The masked threshold is the sound pressure level of a test sound (usually
a sinusoidal test tone), necessary to be just audible in the presence of a
masker. Masked threshold, in all but a very few special cases, always lies
above threshold in quiet; it is identical with threshold in quiet when the
frequencies of the masker and the test sound are very different.

If the masker is increased steadily, there is a continuous transition between
an audible (unmasked) test tone and one that is totally masked. This means
that besides total masking, partial masking also occurs. Partial masking re-
duces the loudness of a test tone but does not mask the test tone completely.
This effect often takes place in conversations. Because partial masking is
related to a reduction in loudness, it will be discussed in Chap. 8.

Masking effects can be measured not only when masker and test sound
are presented simultaneously, but also when they are not simultaneous. In the
latter case, the test sound has to be a short burst or sound impulse which can
be presented before the masker stimulus is switched on. The masking effect
produced under these conditions is called pre-stimulus masking, shorted to
“premasking” (the expression “backward masking” is also used). This effect is
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not very strong, but if the test sound is presented after the masker is switched
off, then quite pronounced effects occur. Because the test sound is presented
after the termination of the masker, the effect is called post-stimulus masking,
shorted to “postmasking” (the expression “forward masking” is also used).

4.1 Masking of Pure Tones by Noise

Different kinds of noises are common in psychoacoustics. As described in
Sect. 1.1, white noise represents a broad-band noise most easily defined in
physical terms. The spectral density of white noise is independent of fre-
quency; it produces no pitch and no rhythm. The frequency range of white
noise in auditory research is limited to the 20 Hz to 20 kHz band. Besides
white noise, there exist noises such as pink noise, in which high frequencies
are attenuated. Another important broad-band noise discussed in this section
is called uniform masking noise. Strong frequency dependence in the spec-
tral density of noise leads to narrow-band noise and to low-pass or high-pass
noise. If masking effects on the slopes of such noises are sought, then care has
to be taken to produce slopes of the attenuation of the noise as a function of
frequency, that are at least as steep as the frequency selectivity of our hearing
system.

4.1.1 Pure Tones Masked by Broad-Band Noise

White noise is defined as having a frequency-independent spectral density.
Figure 4.1 shows threshold level as a function of the frequency of the test
tone, in the presence of a white noise with several different density levels.

Fig. 4.1. Level of test tone just masked by white noise of given density level lWN,
as a function of the test-tone frequency. The dashed curve indicates the threshold
in quiet; Track 9
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Threshold in quiet, described in Chap. 2, is indicated by the broken line. Al-
though white noise has a frequency-independent spectral density, the masked
thresholds, indicated by solid lines, are horizontal only at low frequencies.
Above about 500 Hz, the masked thresholds rise with increasing frequency.
The slope of this increase corresponds to about 10 dB per decade, illustrated
by the dotted line. At low frequencies, the masked thresholds lie about 17
dB above the given density level. Thus numbers representing the values of
spectral density, lWN, indicate that even negative values of the density level
produce masking. Increasing the density level by 10 dB shifts the masked
threshold upwards by the same 10 dB. This interesting result indicates the
linear behaviour of masking produced by broad-band noises. At very low and
very high frequencies, masked thresholds are the same as the threshold in
quiet. It is interesting to note that the strong individual differences in the
dependence of threshold in quiet on frequency almost completely disappear
when thresholds masked by broad-band noises are measured – an effect that
is based on the ear’s frequency selectivity representing masker and test tone
within the same band.

For some measurements, a masked threshold independent of frequency
over the entire audible frequency range is required. Such a masking curve can
be produced by a special noise with a density level that depends on frequency.
Such a noise represents a mirror image of the frequency dependence of the
masked threshold for white noise. The attenuation of a network, which has
to be put in series with a white-noise generator to produce such a uniform
masking noise, is shown in the upper panel of Fig. 4.2. The resulting noise
is called uniform masking noise, because it produces – as shown in the lower

Fig. 4.2. Level of test tone just masked by uniform masking noise of given density
level as a function of the frequency of the test tone. The upper curve (dotted line)
shows the attenuation needed to produce uniform masking noise from white noise
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panel of Fig. 4.2 – a masked threshold that is independent of frequency. In
this case, the parameter is given as the density level of white noise from
which the attenuation of the network is subtracted. Because this attenuation
is zero at frequencies below about 500 Hz, the masked thresholds indicated in
Fig. 4.2 are the same as those shown in Fig. 4.1 for this low frequency range.

4.1.2 Pure Tones Masked by Narrow-Band Noise

In this context, narrow-band noise means a noise with a bandwidth equal to
or smaller than the critical bandwidth (about 100 Hz below and 0.2 f above
500 Hz, as outlined in Chap. 6). It is more meaningful when narrow-band
noise is used to give data in terms of the total level of the noise instead of
its density level. Using the equations given in Sect. 1.1, it is easy to trans-
form the density level into the total level once the bandwidth is known.
Figure 4.3 shows the thresholds of pure tones masked by critical-band wide
noise at centre frequencies of 0.25, 1, and 4 kHz. The level of each masking
noise is 60 dB and the corresponding bandwidths of the noises are 100, 160,
and 700 Hz, respectively. The slopes of the noises above and below the centre
frequency of each filter are very steep (more than 200 dB/octave), in order
to exceed the frequency selectivity of our hearing system. The frequency de-
pendence of the threshold masked by the 1-kHz narrow-band noise is very
similar on the axes of Fig. 4.3 to that produced by the 4-kHz narrow-band
noise. The frequency dependence of the threshold masked by the 250-Hz
narrow-band noise, however, seems to be broader. A second effect is also
noticeable: the maximum of the masked threshold shows the tendency to
be lower for higher centre frequencies of the masker, although the level of
the narrow-band masker is 60 dB at all centre frequencies. The difference

Fig. 4.3. Level of test tone just masked by critical-band wide noise with level of
60 dB, and centre frequencies of 0.25, 1, and 4 kHz. The broken curve is again
threshold in quiet
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Fig. 4.4. Level of test tone just masked by critical-band wide noise with centre
frequency of 1 kHz and different levels as a function of the frequency of the test
tone; Track 10

between the maximum of the masked thresholds and the horizontal dashed
line in Fig. 4.3, indicating the 60-dB test-tone level, amounts to 2 dB for 250-
Hz, 3 dB for 1-kHz, and 5 dB for 4-kHz centre frequency. Ascending from low
frequencies, masked thresholds show a very steep increase, and after reaching
the maximum, a somewhat flatter decrease. The increase amounts to about
100 dB per octave. This steep rise indicates the need for very steep filters,
otherwise the frequency response of the filter and not that of our hearing
system is measured.

Figure 4.4 shows the dependence of masked threshold on the level of a
noise centred at 1 kHz. All masked thresholds show a very steep rise from
low to higher frequencies before the maximum masking is reached. The slope
of this rise seems to be independent of the level of the noise masker, and the
maximum always is reached 3 dB below the level of the masking noise. Be-
yond the maximum, the masked thresholds decay towards lower levels quite
quickly for low and medium masker levels. At higher masker levels, however,
the slope towards high frequencies becomes increasingly shallow. Therefore,
the frequency dependence of the masked threshold is level-dependent or non-
linear. The nonlinear rise of the upper slope of the masked threshold with
masker level is an interesting effect which plays an important part both in
masking and in other auditory phenomena. The dips indicated in Fig. 4.4 for
masker levels of 80 and 100 dB stem from nonlinear effects in our hearing
system, which lead to audible difference noises created by interaction between
the test tone and the narrow-band noise. With increasing test-tone level, the
subject reaches threshold by listening for anything additional; in this case,
it is the difference noise and not the test tone that is heard. The latter only
becomes audible when the test-tone level is increased to the values indicated
by the dotted lines.
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Fig. 4.5. Level of test tone just masked by low-pass noise (solid curves) and high-
pass noise (dotted curves) for different density levels of the noises as a function of
the frequency of the test tone. The cut-off frequencies of the high-pass and low-pass
noise are 0.9 and 1.1 kHz, respectively

4.1.3 Pure Tones Masked by Low-Pass or High-Pass Noise

Z The masking of pure tones by white noise limited by a steep low-pass
filter (solid lines) or a very steep high-pass filter (dotted lines) with cut-
off frequencies of 1.1 and 0.9 kHz, respectively, is shown in Fig. 4.5. The
parameter, as for white noise, is the density level. The masked thresholds
decrease at the cut-off frequency not with the steepness of the attenuation of
the noise, but in the form shown in Fig. 4.4 for the masking of narrow-band
noise. Below the cut-off frequency of the low-pass noise, the masked thresholds
are the same as found using white noise as masker. The same holds true for
frequencies of the test tone above the cut-off frequency of the high-pass noise.
There, the masked threshold increases with the test-tone frequency by about
10 dB per decade. This means that masking on the slopes produced by band-
limited noises can be approximated by the sound pressure levels of the masker
falling within the critical band at the cut-off. The slopes found with narrow-
band maskers show up again in the masked thresholds produced by low-pass
(solid) and high-pass noises (dotted). This result indicates that the masked
thresholds produced by narrow-band noises and shown in Figs. 4.3 and 4.4,
play an important part in describing masking effects of noise maskers with
different spectral shapes.

4.2 Masking of Pure Tones by Tones

In this section the masking of pure tones by pure tones and tonal complexes
is discussed.
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4.2.1 Pure Tones Masked by Pure Tones

Although the stimuli needed to study the masking of pure tones by pure
tones are simple, such masking experiments have many difficulties especially
at medium and higher levels of the masker. Figure 4.6 shows the threshold of
a test tone as a function of its frequency when masked by a 1-kHz masker at a
level of 80 dB. As in all the measurements described in the preceding sections,
the subject responds as soon as the presence of the test tone produces some
sensation in addition to the sensation of the steady-state-masker (detection
of anything). An effect that appears to be quite dominant in this case is that
beats are audible when the frequency of the test tone is in the neighbourhood
of the 1-kHz masker. For example, a test tone presented at a frequency of
990 Hz and a level of 60 dB produces a beating quality at 10 Hz. The subject
listening to such a beating tone hears something different from the steady-
state masker and therefore responds, although the criterion is very different
from hearing an additional tone. Considering the whole frequency range from
500 Hz to 10 kHz it is clear that beating becomes audible in two regions
around 2 and 3 kHz in addition to the region around 1 kHz.

In addition to the problem of beats, another difficulty arises for inexpe-
rienced subjects. At test-tone frequencies near 1.4 kHz, the subject indicates
audibility of an additional tone at the relatively low test-tone level of 40 dB. A
careful examination of these results and discussions with experienced subjects
show that inexperienced subjects do not hear the test tone at that frequency
and level, but a difference tone near 600 Hz. This difference tone is produced
through nonlinear distortions that originate in our own hearing system. The
threshold of this difference tone is not the threshold of the test tone we are
seeking. The test tone with its appropriate pitch is only detected at levels

Fig. 4.6. Level of test tone just masked by a masking tone (1 kHz, 80 dB) as a
function of the test-tone frequency. The different areas are characterized by the
different sensations. The cross-hatched areas, for example, characterize regions of
beating
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above about 50 dB. Only experienced subjects can differentiate between the
threshold of the difference tone and the threshold of the test tone.

To explain this complicated situation, different regions in the plane out-
lined in Fig. 4.6 are marked with indications of which sounds are heard by
the subject. Below threshold in quiet of the test tone (broken line), nothing
but the masker is audible. Below about 700 Hz, increasing the level of the
test tone above threshold in quiet produces a region in which the masker
tone and the test tone are audible. At frequencies between about 700 Hz and
9 kHz, the 80-dB 1-kHz masker produces a region in which only the masker
tone is audible, even though threshold of the test tone in quiet is much lower.
Areas of audible beats are marked by hatching. The region in which only the
masker tone and the difference tone (but not the test tone) are audible is
marked by stippling. Above masked threshold of the test tone at frequencies
between 1 and 2 kHz, difference tones are also audible. All these results indi-
cate that thresholds of tones masked by tonal maskers are far more difficult
to measure than thresholds of tones masked by noise.

None the less, with well-trained subjects and some special equipment to
reduce the audibility of the difference tones, thresholds of the test tones
masked by tonal maskers can be measured or at least estimated. The re-
gion of beats cannot be avoided but one data point, where the frequency of
the test tone is identical to that of the masker, can be measured. For the
point shown, the test tone was 90◦ out of phase with the masker. Figure
4.7 shows average results from many subjects using this method. Individ-
ual differences are larger for such measurements relative to those obtained
with noise maskers. In contrast with the results shown in Fig. 4.4, the data
in Fig. 4.7 indicate a clear tendency for the slope towards lower frequen-
cies to become less steep with decreasing masker level. On the other hand,
slopes towards higher frequencies become shallower with increasing level of

Fig. 4.7. Level of test tone masked by 1-kHz tones of different level as a function
of frequency of the test tone. The shape of curves in the neighbourhood of 1 kHz
can only be estimated
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Fig. 4.8. Sensation level of test tone (solid lines) masked by 1-kHz tones of different
level as a function of the frequency of the test tone. Threshold in quiet in this case is
a horizontal line at 0 dB. The dotted lines are the same data as the solid lines with
an inverted frequency scale (upper abscissa) mirrored at 1 kHz. This superposition
allows the inversion of the masking characteristic with increasing masker level to
be readily seen

the masker. The pronounced maximum in the neighbourhood of the masker
tone occurs at similar frequencies to those found for masking by narrow-band
noise. However, the peak of masked threshold is reduced with tonal maskers.

The different behaviour of the high and low frequency slopes at low lev-
els produces an effect that is somewhat unexpected. At low levels, a greater
spread of masking towards the lower frequencies than towards the higher fre-
quencies occurs. At high levels, this behaviour is reversed, so that a greater
spread of masking is found towards higher frequencies than towards lower
frequencies. While the effect at higher levels is well known from masking
with narrow-band maskers, the effect at low levels is rather unexpected. Be-
tween these two level ranges, i.e. near a masker level of about 40 dB, the
masking patterns are approximately symmetrical. This effect is found at all
frequencies for which it is sensible to distinguish between different low- and
high-frequency slopes. Figure 4.8 illustrates the findings in more detail. The
sensation level of the test tone, i.e. the level above threshold in quiet, is used
as the ordinate and is indicated by solid lines. The dotted lines show exactly
the same data with an inverse frequency scale (upper abscissa) mirrored at
1 kHz. This superposition illustrates the inversion of the masking character-
istic with increasing level. At a 20-dB masker level, more spread of masking
towards lower frequencies occurs; at 40 dB, masking is nearly symmetrical
and more spread of masking towards higher frequencies shows up at 60 dB.
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Fig. 4.9. Level of test tone masked by a masker at 1 kHz as a function of the
masker level. The parameter is the frequency of the test tone

The spread of masking towards higher frequencies shows a strong depen-
dence on masker level as already indicated in Fig. 4.4. This effect can be
illustrated more clearly if the abscissa and the parameter of Figs. 4.7 and 4.8
are exchanged. In this way, Fig. 4.9 is created with the level of the test tone
again as ordinate, but with the frequency of the test tone as the parameter
and the level of the masker as the abscissa. In such a display, an identical
increment of masker level and test-tone level would produce a 45◦ line, which
is only approximated by the data for the 1-kHz test tone 90◦ out of phase
with the masker (broken line). However, the increment in this case is a little
less over the whole range of masker level. The failure to produce a 45◦ line ex-
actly is called the near-miss of Weber’s law, which describes the audibility of
an increment in level for tones. The higher the test-tone frequency, the more
the slopes of the rising curves deviate from the 45◦ slope. The solid lines in
Fig. 4.9 represent test-tone frequencies above the masker frequency. The lines
remain flat at low masker levels at the threshold in quiet but rise more and
more steeply with increasing test-tone frequency. Instead of a slope of 1, the
curve for the test-tone frequency of 6 kHz shows a slope as high as 3. Hence
the increase in threshold level of the test tone is three times larger than the
increase in masker level. The data given in Fig. 4.9 represent average values.
Individual data for single subjects sometimes yield slopes as steep as 6. This
means that an increment in masker level of 1 dB can produce an increment
in the masked threshold of the test tone of up to 6 dB.

The results displayed in Figs. 4.7 to 4.9 also hold for other masker frequen-
cies if appropriate scales are chosen. Here, the effects shown with narrow-band
noise maskers appear again: except at frequencies of the masker below 500 Hz
where the masked thresholds as a function of the test-tone frequency appear
to be broader, the shape of the curves may be predicted by shifting the whole
curves in Figs. 4.4, 4.7 and 4.8 horizontally until the maximum appears at
the masker frequency.
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4.2.2 Pure Tones Masked by Complex Tones

Pure tones appear relatively rarely in nature. Only some bird songs and the
sounds produced by a flute can be considered to be pure tones. Most of the
instrumental sounds in music are composed of a fundamental tone and many
harmonics. The difference in timbre produced by different musical instru-
ments depends on the frequency spectra of their harmonics. Whereas a flute
produces primarily one single component, the fundamental, a trumpet pro-
duces many harmonic partials and therefore elicits a much broader masking
effect than a flute. Figure 4.10 shows thresholds of pure tones, masked by a
complex tone composed of a 200-Hz fundamental frequency and nine higher
harmonics, all with the same amplitude but random in phase. The masked
thresholds are given for sound pressure levels of 40 and 60 dB of each par-
tial. On the logarithmic frequency scale, the distance between the partials
is relatively large at low frequencies, but becomes very small between the
ninth and tenth harmonic. Accordingly, the dips between the harmonics be-
come smaller and smaller with increasing frequency of the test tone. In the
frequency range between 1.5 and 2 kHz, the maxima and the minima can
hardly be distinguished. At frequencies above the last harmonic, in our case
2 kHz, the masked thresholds are flatter towards higher frequencies at higher
levels of the masking complex. At frequencies one to two octaves above the
highest spectral component, masked thresholds approach threshold in quiet.
In music, many complex tones, each composed of many harmonics, are used
at the same time. This means that the corresponding masking effect can be
assumed to produce shapes similar to those outlined in Fig. 4.10. However,
the minima between the lines become even smaller because the density of the
lines is higher.

Fig. 4.10. Level of test tone masked by ten harmonics of 200 Hz as a function of
the frequency of the test tone. The levels of the individual harmonics of equal size
are given as the parameter
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It should be noted here, that non-random phase conditions of the compo-
nents can lead to temporal envelopes of the sound that can be described as
impulsive. Consequently, temporal effects in masking may become a crucial
factor in determining masked thresholds. Effects of this kind are discussed in
Sect. 4.4.

The masking patterns produced by narrow-band noise maskers or by pure-
tone maskers show differences despite the same level and the same (centre)
frequency: prominent differences occur with respect to the level dependence
of the slope towards lower frequencies. It is possible to approximate noise by
a relatively small number of equal-sized pure tones, the frequencies of which
are spread randomly within the bandwidth of the “noise”. Thus, it may be
reasonable to measure masking with an increasing number of tones and to
compare the effects with the masking effects produced by narrow-band noise.
Figure 4.11 gives an example for a centre frequency of 2 kHz (left) and an
overall level of 70 dB. The critical bandwidth at that frequency is about
330 Hz. The approximation of the critical-band wide noise starts with just
one tone at 2 kHz, continues with two tones at 1910 and 2100 Hz, or 1840
and 2170 Hz, and ends with five tones at frequencies of 1840, 1915, 2000,

Fig. 4.11. Level of test tone just masked by a number of tones within the critical
band around 2 kHz as a function of the frequency (upper scale) and critical-band
rate (lower scale) of the test tone. The total level of the maskers is kept constant
at 70 dB. The dotted curve indicates data measured with critical-band wide noise
as the masker. These data should be compared with the data produced by the
different number of tones (solid lines and symbols). The more tones that are used to
approximate the narrow-band noise, the better the coincidence of the corresponding
curves. Note the shift of the abscissa scale corresponding to each set of curves;

Track 11
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2080, and 2170 Hz (right). The corresponding masking produced at the low
frequency side is illustrated in Fig. 4.11. Again, the test-tone level is shown
as a function of frequency (upper scale) or of critical-band rate (lower scale).
The masking effect produced by the tone or the combination of tones is shown
by open symbols connected with solid lines.

The data displayed in Fig. 4.11 show very clearly that a single masker tone
is an inappropriate approximation of a narrow-band noise masker. Two tones
produce masking effects relatively close to those produced by narrow-band
noise, provided the distance between the two tones is chosen in such a way
that the tone frequencies correspond closely to the lower and higher cut-off
frequency of the narrow-band noise. However, there still remain differences
of up to 7 dB between the two masking curves. An approximation of the
narrow-band noise by five tones produces an almost identical masking curve.
The remaining differences are within the accuracy of measurement.

Because five tones produce the same masking as a narrow-band noise, but
one single tone produces a much steeper masking slope, it may be possible
to find the reason for this difference using the five-tone complex. Using a
special procedure, which is explained in detail in Chap. 14, the level of the
difference tones produced by the five-tone complex can be estimated. The dif-
ference tones of odd order play the most important role. The level of all these
difference tones, as estimated through subjective measurements, is displayed
in Fig. 4.12. The difference tones of third, fifth, seventh, and ninth order

Fig. 4.12. Masking pattern and difference tones. The solid curve indicates the level
of a test tone just masked by five tones, each with an SPL of 63 dB near 2 kHz
(vertical lines), as a function of frequency (upper scale) or critical-band rate (lower
scale). The symbols indicate levels and frequencies of estimated difference tones of
odd order, n (n = 3: dots; n = 5: open circles; n = 7: triangles; n = 9: squares)
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are indicated by different symbols. The frequencies of the five-tone complex
are indicated by vertical lines. The threshold of a pure tone masked by the
five-tone complex is given as a solid curve. A comparison between frequency
and level of the difference tones on the one hand, and the masked thresh-
old on the other, suggests that the masked threshold in the frequency range
of 1300 to 1700 Hz is due to the difference tones which also produce mask-
ing. Therefore, it can be assumed that the frequency selectivity of the ear
remains the same, irrespective of whether a narrow-band noise or a tone is
used as the masker. However, the internally produced nonlinear components,
either difference tones or difference noises (in the case of narrow-band noise
as the masker) change the physical stimulus into an internal stimulus which
is broader and therefore produces more masking at the low-frequency side of
the masker. At the high-frequency side, this effect does not appear to play a
role because masking is already spread much more towards higher frequen-
cies. Therefore, it can be assumed that the frequency selectivity measured
with a pure tone as the masker, although level dependent, is the largest that
is possible. Masking produced by a narrow-band noise is somewhat less selec-
tive at the low-frequency side. Due to the appearance of distortion products
(in this case continuous spectra) it is almost level independent.

4.3 Psychoacoustical Tuning Curves

Masking effects of tones by tones can be plotted in different ways. There are
four variables, the frequency and level of the test tone and the frequency
and level of the masker. Normally the threshold level of the test tone in the
presence of a masker of given level and frequency is plotted as a function of
test-tone frequency. An example of such a masking pattern obtained with the
method of tracking is outlined in Fig. 4.13a together with threshold in quiet.
It can be compared with the data given in Fig. 4.7, which have already been
discussed in detail. Psychoacoustical tuning curves follow a different pattern.
There, the masker level needed in order to mask a test tone of a given low
level and frequency is plotted as a function of the masker frequency. Such
a curve can also be measured using the tracking method. In this case, the
subject listens to the test tone but varies the level of the masker to make the
test tone audible and then inaudible. The result, displayed in Fig. 4.13b, indi-
cates an inverted curve (called tuning curve) relative to the classical masking
pattern of Fig. 4.13a. Two aspects are typical for tuning curves as shown in
Fig. 4.13b: the slope towards low frequencies is shallower than the slope to-
wards higher frequencies, and the minimum is reached at a masker frequency
a little bit above the frequency of the test tone (indicated by an asterisk).

The interchange of parameters and ordinates changes the characteristics
of masking curves, the best known being classic masking curves. They show
the just-audible level of the test tone masked by a pure-tone masker, as a
function of the frequency of the test tone with the level of the masker as a
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Fig. 4.13a,b. Examples of the use of the tracking method to measure continuously
threshold in quiet and masked threshold, as a function of the frequency of test tone
(a) and psychoacoustical tuning curve (b). The level of the test tone as a function
of its frequency when masked by the indicated tonal masker (dot) is shown in (a).
The level of the masker is the ordinate in (b), whereas frequency of the masker is
the abscissa; the level of the test tone and its frequency are kept constant at the
values indicated by the asterisk

parameter. These curves depend on the frequency of the masker as shown in
Fig. 4.3. The dependence on masker frequency can be avoided if the critical-
band rate is used as the abscissa instead of a logarithmic frequency scale. The
critical-band rate will be discussed in detail in Sect. 6.2 but its advantage in
normalizing the classic masking patterns will be used here; the abscissa will
be transformed from the frequency of the test tone into the critical-band rate
difference, ∆z, between the critical-band rate zM of the masker frequency and
the critical-band rate zT of the test-tone frequency. Averaged data of such a
pattern are plotted in Fig. 4.14, on the assumption that the threshold level
for the test tone in quiet is always adjusted to 0 dB. A transformation of this
set of classic masking patterns into a set of data similar to those displayed in
Fig. 4.9 is shown in Fig. 4.15. These data can be read either as the test-tone
level just masked by the masker level, or as the masker level necessary to
just mask a test tone of level LT. The critical-band rate difference, ∆z, is
the parameter. The typical characteristics of masking mentioned above are
again recognized in Fig. 4.15. The curves with the positive and those with the
corresponding negative values of the parameter ∆z cross each other (marked
by open circles) for masker levels near 35 to 40 dB. This means that the
masking curve is shaped symmetrically for these masker levels. For masker
levels above 40 dB, negative values of ∆z lead to values of the test-tone level
which are larger in relation to those reached for positive values of ∆z. For
example, a chosen masker level of 60 dB leads to 27 dB test-tone level for
∆z = –2 Bark, but to 8 dB for +2 Bark. At masker levels below 40 dB, the
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Fig. 4.14. Normalized classic masking patterns: level of test tone just masked by
a masker tone, the level of which is indicated. The abscissa is either the frequency
of the test tone (upper scale) or the critical-band rate difference between masker
and test tone (lower scale). The two thin dotted curves indicate extreme individual
deviation of two subjects from the average for the masker level of 60 dB. The
hatched area indicates the range within which difference tones (DT) are audible
and disturb the measurements

Fig. 4.15. The same data as in Fig. 4.14 with masker level as the ordinate, test-tone
level as the abscissa and the difference, ∆z, between critical-band rate of masker
zM and that of test tone zT as the parameter. Such a set of curves can be used to
construct psychoacoustical tuning curves outlined in Fig. 4.16. Open circles indicate
points where equal positive and negative parameter values ∆z cross each other
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conditions are reversed indicating that masking spreads more towards lower
frequencies than towards higher frequencies. Figure 4.15 represents a set of
data out of which classic masking patterns as well as psychoacoustical tuning
curves can be constructed.

Psychoacoustical tuning curves can be read from Fig. 4.15 most easily by
keeping the test-tone level constant at a relatively small value. Although the
test-tone level should not exceed 20 dB for psychoacoustical tuning curves,
corresponding to neurophysiological tuning curves, it is of interest to have the
whole set of tuning curves available. Figure 4.16 shows such a set of psychoa-
coustical tuning curves in a normalized fashion, i.e. with the critical-band rate
difference, ∆z, as the abscissa. The masker level necessary to just mask a test
tone of a level LT (parameter) and a frequency, fT, expressed in zT, is plotted
as a function of masker frequency, fM, expressed in critical-band rate differ-
ence, ∆z = zM − zT, i.e. the difference between the critical-band rate of the
masker and that of the test tone. As shown in Fig. 4.13b, such tuning curves
can be measured directly by experienced subjects using a Békésy-tracking
method. All the curves plotted in Fig. 4.16 are asymmetric, with a tendency
towards larger asymmetry at higher test-tone levels. At low frequencies, i.e.
for large negative values of ∆z, the tuning curves seem to run parallel. The
same holds for positive values of ∆z. However, for small levels of the test
tone, the tuning curves show a more pronounced dip towards lower masker
levels that deepens as the test-tone level becomes lower. Comparing Figs. 4.14
to 4.16, it is clear that the classic masking curves and the psychoacoustical

Fig. 4.16. Normalized psychoacoustical tuning curves, i.e. level of the masker tone
necessary to just mask a test tone of the level indicated (parameter), as a function
of the frequency of the masker expressed as the difference between critical-band
rate of the masker and the test tone. The filled symbols indicate the level of the test
tone used to produce the corresponding tuning curves
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tuning curves represent identical data that can be transformed from one to
the other by simply interchanging ordinates and parameters.

4.4 Temporal Effects

Masking in steady-state condition with long-lasting test and masking sounds,
was described in previous sections. However, the transmission of information
in music or speech implies a strong temporal structure of the sound. Loud
sounds are followed by faint sounds and vice versa. In speech, the vowels
generally represent the loudest parts whereas consonants are relatively faint.
A plosive consonant is a typical example of a sound that is often masked by a
preceding loud vowel. The effect occurs not only because of the reverberation
of the room in which speech is received, but also in free-field conditions,
because of the temporal effects of masking which characterize our hearing
system.

To measure these effects quantitatively, maskers of limited duration are
presented and masking effects tested with short test-tone bursts or short
pulses. Further, the short signal is shifted in time relative to the masker,
as illustrated in Fig. 4.17, where a 200-ms masker masks a short tone burst
with a duration as small as possible and negligible in relation to the duration
of the masker. In such a case, it is advantageous to use two different time
scales: in the first, the value ∆t corresponds to the time relative to the onset
of the masker – both positive and negative values exist. The second time
scale starts at the end of the masker. This time is often called delay time
and indicated by td. It is convenient to use as the ordinate not the sound
pressure level of the test-tone burst, but the level above the threshold of this
sound. This level is referred to as the sensation level. Three different temporal
regions of masking relative to the presentation of the masker stimulus can
be differentiated. Premasking takes place during that period of time before
the masker is switched on. In this period, negative values of ∆t apply. The
period of pre-stimulus masking is followed by simultaneous masking when the

Fig. 4.17. Schematic drawing to illustrate and characterize the regions within
which premasking, simultaneous masking and postmasking occur. Note that post-
masking uses a different time origin than premasking and simultaneous masking
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masker and test sound are presented simultaneously. In this condition, ∆t is
positive. After the end of the masker, post-stimulus masking, normally called
postmasking, occurs. During the time scale given by positive delay time, td,
the masker is not physically existent; nevertheless, it still produces masking.

The effect of postmasking corresponds to a decay in the effect of the
masker and is more or less expected. Premasking, however, represents an
effect that is unforeseen because it appears during a time before the masker
is switched on. This does not mean, of course, that our hearing system is able
to listen into the future. Rather, the effect is understandable if one realizes
that each sensation – including premasking – does not exist instantaneously,
but requires a build-up time to be perceived. If we assume a quick build-up
time for loud maskers and a slower build-up time for faint test sounds, then we
can understand why premasking exists. The time during which premasking
can be measured is relatively short and lasts only about 20 ms. Postmasking,
on the other hand, can last longer than 100 ms and ends after about a 200-
ms delay. Therefore, postmasking is the dominant non-simultaneous temporal
masking effect.

4.4.1 Simultaneous Masking

Both threshold in quiet and masked thresholds depend on the duration of the
test sound. These dependencies have to be known in order to discuss tempo-
ral effects in non-simultaneous masking, because very short test sounds are
needed for such measurements. Two dependencies can be differentiated: one
is the dependence of thresholds on the duration of a single test sound, and
the other is the dependence on repetition rate of repeated short test sounds.
Figure 4.18 illustrates the first of these dependencies for bursts of a sinusoidal
test tone. Threshold in quiet is shown by dotted lines and thresholds for tone

Fig. 4.18. Level of just-audible test-tone bursts, L∗
T, as a function of duration of

the burst in quiet condition (TQ, dotted curves, for three frequencies of test tones)
and masked by uniform masking noise of given level (solid curves). Note that level,
L∗

T, is the level of a continuous tone out of which the test-tone burst is extracted.
Broken thin lines mark asymptotes; Track 12
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bursts masked by uniform masking noise of 40 and 60 dB sound pressure level
are indicated by solid lines. Both dependencies, that as a function of duration
and that as a function of repetition rate, are identical for threshold in quiet
and for masked threshold. The dependence on duration shows a constant
test-tone threshold for durations longer than 200 ms corresponding to that
of long-lasting sounds. For durations shorter than 200 ms, threshold in quiet
and masked threshold increase with decreasing duration at a rate of 10 dB
per decade. This behaviour can be described by assuming that the hearing
system integrates the sound intensity over a period of 200 ms. The frequency
dependence of this effect is indicated by different curves for threshold in
quiet. With uniform masking noise, masked threshold becomes independent
of frequency (Fig. 4.2) and the two solid lines hold for all frequencies within
the audible range. The dependence on repetition rate shows similar functions
predicted by the assumption that the hearing system integrates the sound
intensity over 200 ms. The 200-ms interval corresponds to a repetition rate
of 5 Hz. Therefore, the thresholds are independent of repetition rate for rep-
etition rates smaller than 5 Hz, but decrease for larger repetition rates until
finally the steady-state condition is reached. This occurs for 5-ms tone bursts
at a repetition rate of 200 Hz.

Reducing the duration of a tone burst produces a widening of its spectrum.
This effect limits the shortest useable duration to a value at which the spectral
width corresponds to that of the critical band. A quick rise time that occurs
with a narrow spectrum is produced by Gaussian rise and fall. Therefore
Gaussian-shaped tone bursts are usually used to measure temporal effects.

If sound bursts extracted from uniform exciting noise are used as the
test sound, the threshold in quiet as a function of the duration of the test
sound depends on duration in a way similar to that shown for tone bursts
(see dotted line in Fig. 4.19). Thresholds for noise bursts masked by uniform
masking noise, however, show a somewhat different dependence indicated in
Fig. 4.19 by solid lines. Approaching from steady-state condition, i.e. from
large durations, the masked threshold increases somewhat more gradually
as duration decreases in comparison with the increase measured with tone
bursts.

The difference between the dependencies for masked threshold and for
threshold in quiet becomes understandable from the following fact: threshold
in quiet is effectively measured for a small frequency range only, namely that
for which the hearing system is most sensitive. This means that threshold
for broad-band noise in quiet is, in effect, measured with a narrow-band test
sound with a frequency content around 3 kHz. Hence, threshold in quiet for
the broad-band noise is similar to that for a narrow-band centred near the
most sensitive frequency range of the hearing system. Components of the
noise that lie outside the most sensitive frequency range seem to be ignored.

The dependence on repetition rate shows similar effects as already dis-
cussed for tones. Masked threshold remains constant for very small repetition
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Fig. 4.19. Level of uniform-exciting noise bursts masked by continuous uniform
masking noise of a given level as a function of noise-burst duration. The dotted
curve corresponds to threshold in quiet. Broken thin lines mark asymptotes

Fig. 4.20. Level of test-tone bursts presented 2 ms (dotted) or 200 ms (solid) after
the onset of a white-noise masker with 20-dB density level, as a function of the
duration of the 5 kHz test-tone burst. Note the difference between the two delay
times at short durations (overshoot effect)

rates up to about 10 Hz. For larger repetition rates, it decreases again and
finally reaches steady-state condition.

Within the range of simultaneous masking, additional effects exist shortly
after the masker is switched on. The inset of Fig. 4.20 shows the temporal
structure used for such an experiment. A high-frequency test tone (5 kHz) is
used to produce short test-tone bursts. The masker burst is obtained from
white noise and is long, relative to the duration of the test-tone burst. For a
masker density level of 20 dB, the masked threshold is indicated in Fig. 4.20
as a function of the duration of the test-tone burst. If the test-tone burst is
presented 200 ms after the onset of the masker, then no difference occurs in
the dependence of the threshold on duration relative to what is known for
the steady-state condition of the masker. For a very small value of ∆t, i.e.
2 ms, the masked threshold for short durations shows a strong deviation from
the expected behaviour: it rises by up to 10 dB at 2 ms. Such increments can
be measured only for durations shorter than about 10 ms.
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Fig. 4.21. Overshoot effect, i.e. level of 5-kHz test-tone burst of 2-ms duration as
a function of the delay time. The masker has a density level of 25 dB at 5 kHz and
is either only one critical band wide (solid) or broad-band white noise (dotted)

This effect (sometimes called the overshoot effect) also depends on the
spectral content of masker and test sound. The effect disappears if the two
sounds have similar spectra. Figure 4.21 gives examples for two different
bandwidths of the masker. First, the masker is white noise (as used in
Fig. 4.20), and the results are indicated by the dotted line. Second, the solid
curve shows the results for a masker centred at 5 kHz and having the width
of the critical band. The delay time, ∆t, between the onset of the masker and
the onset of the 2-ms test-tone burst, is the abscissa. The overshoot effect
for broad-band maskers is largest at very small ∆t. It diminishes for larger
values of ∆t and disappears completely after about 200 ms. The overshoot
effect does not appear for narrow-band maskers. The effects measured with
broadband noise may reach up to 10 dB and sometimes even more for very
short values of TT . It should be mentioned, however, that the individual
differences are quite large – sometimes in the order of 10 dB.

4.4.2 Premasking

The temporal region in which premasking appears was introduced in Fig. 4.17.
Premasking is mostly measured with single masker bursts, and reproducible
results can only be obtained from trained subjects. Even for these subjects,
the reproducibility of the results is worse than in simultaneous masking or
post-masking.

It has not been possible so far to decide conclusively whether premasking
depends on the duration of the masker. The dependence of premasking on
the level of the masker can be characterized in such a way that premasking
lasts about 20 ms in any condition. This means that the threshold remains un-
changed until ∆t reaches a negative value of 20 ms. After that, threshold rises
and reaches the level found in simultaneous masking near the time at which
the masker is switched on. Premasking alone plays a relatively secondary
role, because the effect lasts only 20 ms and therefore is usually ignored.
However, premasking and postmasking are discussed together in Sect. 4.4.4
in connection with temporal masking patterns.
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4.4.3 Postmasking

A Gaussian-shaped condensation impulse with a duration of only 20 µs pro-
duces a spectral shape that corresponds to that of white noise. It is similar to
that of a Dirac impulse. Postmasking produced by a white-noise masker can
therefore be measured without spectral influences using such a brief Gaussian
impulse as a test sound. The peak value of this Gaussian impulse expressed
in level is plotted as the ordinate in Fig. 4.22, which shows the level necessary
to just reach threshold in postmasking as a function of delay time td from
the end of the masker. The parameter in the figure is the overall level of
the white-noise masker. The solid lines indicate results that show almost no
decay for the first 5 ms after the masker is switched off. There, the values
correspond to those measured in simultaneous masking. After about 5ms de-
lay time, the threshold in postmasking decreases and, at about 200 ms delay
time, reaches the threshold in quiet. The broken lines in Fig. 4.22 illustrate
an exponential decay with a time constant of 10 ms. Comparison of the bro-
ken lines and the solid lines indicates that the effect of postmasking cannot
be described as an exponential decay.

Postmasking depends on the duration of the masker. Figure 4.23 shows
a typical result measured using, as a test sound in this case, a 2-kHz tone
burst of 5-ms duration. Again, the time at which the test-tone burst is pre-
sented after the end of the masker is plotted as the abscissa. The level of the
test-tone burst is the ordinate. For a masker duration of 200 ms, the solid
curve indicates postmasking comparable to that displayed in Fig. 4.22. Quite
different from that is the postmasking produced by a masker burst, which
lasts only 5 ms, as indicated by the dotted line in Fig. 4.23. In this case,
the decay is initially much steeper. This means that postmasking depends
strongly on the duration of the masker and therefore is a highly nonlinear
effect.

Fig. 4.22. Postmasking: peak level of a just-audible 20-µs Gaussian pressure im-
pulse as a function of the delay time (abscissa) after the offset of white noise maskers
of given levels. The broken curves indicate the form of exponential decay on the
logarithmic abscissa
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Fig. 4.23. Postmasking depends on masker duration: levels of just-audible test-tone
bursts are indicated as a function of their delay time after the offset of maskers of
200-ms and 5-ms duration. The level of the uniform masking noise is 60 dB; duration
of the 2-kHz test tone is 5 ms. Note that delay time in this case is the time between
the end of masker and the end of test tone

4.4.4 Temporal Masking Patterns

Temporal masking patterns can be produced by maskers with a pronounced
structure of the temporal envelope. Amplitude modulated tones or noises,
frequency modulated tones, or the envelope fluctuation of narrow-band noise
represent typical examples for sounds producing time-variant temporal mask-
ing patterns.

Simultaneous masking, postmasking, and premasking constitute the three
parts of a temporal masking pattern. All three masking effects depend on the
spectrum of the masker. For a broad-band noise masker, the frequency selec-
tivity of the masking effect plays a secondary role; for narrow-band maskers,
frequency selectivity becomes dominant. At the upper and lower frequency
slopes of the masking pattern, masked threshold is much lower than in the
frequency range of the narrow-band noise masker. The form of the temporal
pattern remains similar for all frequencies. Figure 4.24 shows the temporal
masking pattern produced by a 1-kHz masker which is square wave modulated
with a Gaussian rise-fall time of 2 ms. The modulation frequency amounts to
10 Hz, so that the period of 100 ms is subdivided into 50 ms with the masker
tone on and a 50-ms pause. In the figure, the temporal scale is chosen so that
zero time corresponds to the middle of the masker’s on-time. Consequently,
the pause is in the middle of each diagram. The small inset at the top of
the left panel illustrates the condition. The sensation level of the 3-ms test-
tone burst of given frequency, fT, is used as the ordinate. Test-tone frequency
changes across the three panels of the figure, and the level of the masker is the
parameter. For test-tone frequencies of 0.8 and 1 kHz, the shape of the solid
lines indicating the temporal masking pattern is quite similar and shifted by
about the difference in level between the two maskers. However, the distance
between the two temporal masking patterns, especially within the pause, is
larger for the test-tone frequency of 1.6 kHz indicated in the right panel. This
corresponds to the nonlinear level dependence of the upper slope of masking
which was discussed in Sect. 4.2.1. All temporal masking patterns indicate
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Fig. 4.24. Temporal masking patterns produced by a 10-Hz square wave ampli-
tudemodulated 1-kHz tone. The sensation level of a 3-ms test-tone burst of given
frequency is plotted as a function of the delay time, in fractions of the 100-ms
masker period corresponding to 10 Hz. The level of the 1-kHz masker is the para-
meter; each panel corresponds to a different test-tone frequency, fT

the relatively steep rise of premasking and the relatively slow decay of post-
masking. However, the decay of postmasking is much shorter than might be
expected from Fig. 4.22. This difference can be understood from the fact
explained in Fig. 4.23; postmasking depends on the duration of the masker.
For the temporal masking pattern displayed in Fig. 4.24, the duration of the
masker is only 50 ms, i.e. much shorter than the 200 ms of Fig. 4.23, and the
decay of postmasking is therefore steeper.

Figure 4.25 shows temporal masking patterns of a uniform masking noise,
rectangularly modulated with 5 Hz (solid, lower abscissa) or 100 Hz (dotted,
upper abscissa).

Fig. 4.25. Temporal masking patterns produced by uniform masking noise, square-
wave modulated with modulation frequencies of 5 or 100 Hz. Test tone impulses of
3ms duration at 3 kHz test tone frequency
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For low modulation frequency (5 Hz) the temporal gap in the uniform
masking noise is well resolved by the hearing system and the difference ∆L
between the maximum and the minimum in the temporal masking pattern
amounts to more than 30 dB. At higher modulation frequency (100 Hz), on
the other hand, the level difference ∆L is significantly reduced in particular
because of the effects of post masking. With some simplification it can be
stated that short temporal gaps in a masker are “bridged” by post masking
effects.

Sounds modulated periodically in frequency produce temporal masking
patterns in a way similar to amplitude-modulated sounds. A typical example
is that of a sinusoidally frequency-modulated pure-tone masker. In this case,
the threshold has to be measured with short test-tone bursts presented at
specific times during the period of the frequency modulation, and the fre-
quencies of the test-tone bursts have to be chosen to cover at least the total
range of frequency deviation. The parameters to be varied are the temporal
position of the test-tone burst within the period of the modulation, the fre-
quency of the test-tone burst, the frequency of modulation and the level of
the masker. The value to be measured is always the level of the just-audible
test-tone burst.

Sinusoidal frequency modulation (±700 Hz) of a 1500-Hz masker is used in
the outlined example. The relationship between the instantaneous frequency
of the frequency-modulated tone as a function of the temporal position within
the period of the modulation, divided into eight segments, and the frequen-
cies of the test-tone burst (horizontal dashed lines) are shown in Fig. 4.26.
The corresponding critical-band rates of the test-tone frequencies are also
indicated. The period of the modulation begins at the highest instantaneous
frequency (2200 Hz), reaches its minimal frequency in the middle of the pe-
riod and crosses the centre frequency of 1500 Hz at the temporal positions of
2/8 and 6/8 of the period. At the bottom, the time function of the test-tone
burst with a frequency of 1200 Hz at a temporal position of 2/8 of the pe-
riod is shown for a modulation frequency of 8Hz (corresponding to a period
of 125 ms).

Figure 4.27a shows temporal masking patterns produced by a frequency-
modulated 1500-Hz tone with an SPL of 50 dB for eight different test-tone
frequencies. The parameter in each of the eight panels is the modulation
frequency. The key is in the bottom right panel. The data indicate clearly
that the ear is able to follow the temporal course of the masking effect pro-
duced by the frequency-modulated tone up to frequencies of modulation of
about 8 Hz. For higher modulation frequencies, the pattern loses its struc-
ture. At the highest modulation frequency of 128 Hz, the pattern is almost
totally flat. This is also true for the higher SPL (70 dB) of the frequency-
modulated masker indicated in Fig. 4.27b. The patterns at a test-tone fre-
quency of 700 Hz with either 50 or 70 dB maskers show only one peak within
the period. The peak is produced by the slope of masking below the lowest
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Fig. 4.26. Instantaneous frequency of a sinusoidally (±700 Hz) frequency-
modulated 1.5 kHz tone as a function of time expressed in units of one eighth the
period of the masker. The dashed horizontal lines indicate frequencies (left scale)
and criticalband rates (right scale) of the test-tone burst used to measure masked
threshold. A 1200-Hz 5-ms long test-tone burst is indicated at a temporal position
of 2T/8 in the lower part

instantaneous frequency of the masker. At a frequency of 900 Hz, the peak of
the temporal masking pattern becomes somewhat broader, because the fre-
quency of the frequency-modulated masker reaches this test-tone frequency
twice within a short temporal distance (see Fig. 4.26). At test-tone frequen-
cies of 1200 and 1450 Hz, the pattern shows two peaks for lower modulation
frequencies, indicating that the masker’s instantaneous frequency surpasses
the frequency of the test-tone burst twice within the period of modulation.
Corresponding effects are shown for higher test-tone frequencies in Fig. 4.27.
It can also be seen that – as expected – masking at higher levels extends
further towards higher frequencies than it does at lower levels.

For some applications, it may be interesting to see these data plotted as
a function of the frequency of the test-tone burst or of its critical-band rate.
The masking patterns produced by the 70-dB frequency-modulated masker
are replotted in Fig. 4.28 for two modulation frequencies, 0.5 Hz (upper
panels) and 8Hz (lower panels). The parameter is the position of the test-tone
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Fig. 4.27a,b. Temporal masking patterns, i.e. level of just-audible test-tone burst
as a function of its temporal position within the interval, given in eighths of the
masker period (FM tone 1.5 kHz ± 700 Hz). The parameter in each panel of given
test-tone frequency is the frequency of modulation indicated by different symbols
shown in the key in the lowest right panel of part (a). Masker-tone level is 50 dB
in part (a) and 70 dB in part (b)

burst within the period of the masker. The two left panels indicate the masked
threshold at the time incidence of the masker’s extreme positions: for position
“0” (2200 Hz) and for position “4” (800 Hz). The two right panels indicate
the data for the zero-crossing of the frequency modulation, i.e. the 1500-Hz
point, which is reached at the temporal positions “2” and “6”. The patterns
for the extreme values (“0” and “4”) show the expected values. The same is
true for the values of the zero-crossing (“2” and “6”) at the 0.5-Hz modula-
tion frequency. Closer inspection, however, shows that postmasking already
influences these data, so that the “2” curve remains below the “6” curve for
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Fig. 4.27b. Caption see opposite page

lower critical-band rates and vice versa for higher critical-band rates. The
two curves “2” and “6” should be identical if premasking and postmasking
were to behave similarly. Because postmasking lasts much longer than pre-
masking, these differences are to be expected. For a modulation frequency of
8 Hz, this effect becomes more pronounced leading to differences of almost
20 dB in masked threshold for the positions indicated by “2” and “6” at lower
critical-band rates. The difference is not as large at higher critical-band rates
because of the relatively shallow upper slope of the masking pattern.

For many sensations which depend on temporal effects, the difference
in masking within the period of the masker plays an important role. Fig-
ure 4.29 indicates masked thresholds for the positions of the extreme values
of frequency deviation as well as for the zero-crossings as a function of the
modulation frequency. The upper row holds for a masker level of 70 dB,
the lower row for 50 dB. The three frequencies correspond to a low value
of 900 Hz, a value somewhat above the centre frequency (2100 Hz), and a
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Fig. 4.28. Level of just-audible test-tone burst as a function of its critical-band
rate. The parameter is the temporal position of the test-tone burst (given in eighths
of the masker period). Modulation frequency of the 1.5 kHz, ±700-Hz FM masker
is 0.5 Hz in the upper and 8Hz in the lower two panels. Threshold in quiet (THQ)
is indicated by dots

Fig. 4.29. Just-audible test-tone burst level as a function of the modulation fre-
quency of the 1.5-kHz, ±700-Hz FM masker. The parameter is the temporal position
of the test-tone burst given in eighths of the masker’s period. The frequency of the
test-tone burst is indicated in each panel. Masker level is 70 dB in the upper and
50 dB in the lower row
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frequency of 3000 Hz, which is above the high extreme frequency value of
2200 Hz. The difference between the lowest and the highest curve within
each graph indicates the level difference that masking follows within each
period of the masker. This difference clearly diminishes for high modulation
frequencies. The modulation frequency of 128 Hz corresponds to a period of
about 8 ms. The 5-ms duration of the test-tone burst is already larger than
half of the period in this case. This means that threshold differences at this
high modulation frequency may have been reduced by this inadequate rela-
tion. Additional measurements were produced at an 8-kHz centre frequency
of the masker with a deviation of ±2 kHz. In this condition, test-tone bursts
of only 1-ms duration still have a spectral width within the critical band-
width. Therefore, measurements up to 512 Hz modulation frequency can be
made. Such data indicate that a modulation frequency of 250 Hz produces
a very small difference between maximal and minimal masking within the
period, about 1 dB or less. Using this result together with the data given
in Fig. 4.27, the maximal difference, ∆Lmax, between thresholds within one
period as a function of the modulation frequency is shown in Fig. 4.30 for 70
and 50 dB masker levels. The figure indicates that the hearing system can
follow the modulation very well up to modulation frequencies of almost 8 Hz.
For higher modulation frequencies, the value ∆Lmax diminishes and reaches
zero close to 250 Hz.

Fig. 4.30. Maximal difference of just-audible test-tone level within the period of
the 1.5-kHz, ±700-Hz FM masker for 50-dB and for 70-dB masker level as indicated.
The dotted part stems from data produced by an 8-kHz, ±2-kHz FM masker

All these data can be summarized in the conclusion that the masking
level versus critical-band rate versus time pattern for frequency-modulated
sounds can be estimated for slow frequency changes up to a modulation
frequency of about 8 Hz, directly from the steady-state transformation of
masking pattern into the corresponding excitation versus critical-band rate
pattern using the hints given in Sect. 6.4. With increasing frequency of mod-
ulation, the effect that has already been measured for amplitude modulation
occurs for frequency-modulated maskers as well. This is because premasking
(small time constant) and postmasking (larger time constant) influence the
patterns. Their influence leads to the flattening of the temporal pattern of
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masking at high modulation frequencies above 250 Hz. In this region of mod-
ulation frequency, the sound acts as a steady-state sound, i.e. the temporal
masking patterns disappear.

Many sounds that produce masking do not show any period. This is espe-
cially true for noise maskers. In order to be able to measure masking elicited
by such noises, a special noise having a long period of several seconds has
to be produced. Such noises are generated by repeated random sequences
of pulses. The period of such noises is not audible to the subjects if it is
longer than several seconds. Using a test-tone burst presented at a certain
moment within a period of this artificial noise, a masking effect similar to
that produced in temporal masking patterns can be measured. For a 200-ms
long part of such a masker, the threshold of a 3-kHz test-tone burst of 2-ms
duration is shown in Fig. 4.31 as a function of time. The masker in this case
is a repetition noise at 4 kHz with a bandwidth of only 32 Hz and a period
of 2 s. The solid line in Fig. 4.31 shows the logarithm of the envelope of
sound pressure as a function of time. The value is indicated as peak level
of the narrow-band noise masker on the left-hand ordinate. Because of the
32-Hz bandwidth of the masking noise, maxima and minima in the enve-
lope of the masker are clearly visible. The average distance in time between
these maxima or minima corresponds according to the formula in Chap. 1 to
about 50 ms.

Masked threshold was measured on the low-frequency slope using 3-kHz
tone bursts. Under this condition, peak levels of the envelope of the masker
almost coincide with the sound pressure level of the test-tone burst needed
to be just audible (indicated by dots and the right-hand ordinate scale). A
comparison between the solid line and the dots, which represent the masked
thresholds, shows agreement between the two values not only by average, but
also with the temporal structure of the envelope of the masker. The narrower
the bandwidth of the noise, the better the masking follows the temporal

Fig. 4.31. Temporal masking pattern produced by a 32-Hz wide narrow-band noise
centered at 4 kHz. The time course of its peak sound pressure level is indicated by
the solid curve (left ordinate scale). The level of a 3-kHz test-tone burst of 2 ms
duration just masked by this repeated 2 s long narrow-band noise measured at
certain delay times is indicated by dots (right ordinate scale)
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envelope of the masker. For broader noise bands, the envelope changes quickly
and therefore postmasking fills up most of the valleys. Figure 4.31 indicates
clearly that masking follows not only periodical changes, but also statistical
changes.

4.4.5 Masking-Period Patterns

For measurements of masking-period patterns, the masking sound is the time-
function of the masker’s sound pressure itself and not that of its temporal
envelope as with temporal masking patterns. In masking-period patterns, the
sound pressure level or the sensation level of just-audible triggered sequences
of short, high-frequency test-tone bursts are measured as a function of their
temporal spacing throughout the period of the masker. Special, individually
adapted probes as well as special microphones are necessary to measure tem-
poral masking patterns in case of maskers with very low frequency (Fig. 3.10).
Masking-period patterns seem to be a psychoacoustical equivalent of neuro-
physiologically measured period histograms. It is possible to measure such
patterns for low-frequency maskers up to about 200 to 500 Hz, depending on
the subject. The frequency of the test-tone burst can be chosen between a
few hundred Hz and a few kHz, but the duration of the test-tone burst must
be short in relation to the period of the masker. The upper limit of test-tone
frequency is reached when the low-frequency masker no longer masks the test
tone.

The spectral distributions and the time functions of the masker and test
signal may illustrate the boundary conditions. Figure 4.32a indicates the spec-
tral distribution of masking produced by a 100-Hz sinusoidal masker with a
sound pressure level of 90 dB. The heavy dots indicate the frequency range in
which masking occurs. The broken line marks threshold in quiet. The spectral
content of the series of test-tone bursts with a centre frequency of 2.5 kHz, a
duration of 1 ms, and a Gaussian rise/fall time of 0.5 ms (the repetition rate
is identical to masker frequency) is indicated by the thin dotted curve. From
the curves it becomes clear that a masking-period pattern can be measured
only in that frequency range in which the masker produces a masking effect.
The second boundary condition can be seen clearly in Fig. 4.32b where the
time functions of the masker and of the test signal are indicated. The test
signal has to be short in relation to the masker period, i.e. shorter than one
eighth of the masker period.

Masking-period patterns produced by these maskers and test tones are
indicated in Fig. 4.32c with masker level as the parameter. Below 75 dB
of the 100-Hz masker, no masking occurs. For 85 dB, masking is larger for
that part of the period of the masker during which rarefaction occurs. A
rarefaction maximum is used as reference (∆t = 0) for the time scale. It is
interesting to note that in the region of the condensation maximum, which is
in the middle of the pattern, masked threshold becomes even lower than the
threshold in quiet indicated by the arrow on the right ordinate of Fig. 4.32c.
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Fig. 4.32a–c. General spectral (a) and temporal (b) conditions for producing
lowfrequency masking-period patterns (c). In (a), the spectral distribution of the
masking effect produced by a 90-dB, 100-Hz masker is shown by the dotted curve
above threshold in quiet (broken). The thin dotted curve indicates the spectral
distribution of the test signal (series of 2.5-kHz tone bursts of 1-ms duration and
Gaussian rise/fall time of 0.5 ms; repetition rate is also 100 Hz). The temporal
condition is indicated in (b) for the period of 10 ms. The delay time, ∆t, of the
tone burst is given in relation to the instant of maximal rarefraction of the masker.
The testtone burst is presented periodically once within the period of the masker.
The masking-period pattern in (c) shows the level of the test-tone burst needed to
be just masked as a function of delay time in fractions of the masker’s period with
the masker level as the parameter
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This is an unexpected effect which has been confirmed for a large number of
subjects. For a masker level of 95 dB, the masking-period pattern is shifted
towards higher levels of the test-tone burst. At 105 dB, the masking-period
pattern is shifted even higher and shows two peaks within the period of the
masker.

More data on masking-period patterns are given in Fig. 4.33. On the left,
two sets of data are drawn for a masker frequency of 20 Hz which has a period
of 50 ms. Test-tone frequencies of 700 Hz (upper panel) and 2800 Hz (lower
panel) are used. Both sets of curves show very similar temporal behaviour.
The highest threshold within the pattern is always reached for rarefaction
maximum. A second maximum is sometimes reached near the condensation
maximum, although this second maximum appears only at higher masker
levels. Two clear minima are observed between the two maxima near the
zero-crossings of the time function of the masker. Because similar data could
be produced for this 20-Hz masker using test-tone frequencies of 350 Hz as

Fig. 4.33a–d. Masking-period patterns, i.e. sensation level of test-tone bursts as
a function of their delay time in fractions of the masker period for 20-Hz maskers
(left) and 200-Hz maskers (right). Test-tone frequency, duration and rise time of
the test-tone bursts are indicated in each panel. The masker level is the parameter
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well as 1400 Hz, it can be concluded that the cochlear duct vibrates in phase
from a place corresponding to a CF of 350 Hz down to the end of the basal
turn. This conclusion is not so evident for a masker frequency of 200 Hz, the
masking-period patterns of which are displayed in the two right panels of
Fig. 4.33. Because the frequency of 200 Hz corresponds to a period of only
5 ms, the test-tone burst duration has to be quite short. A test-tone frequency
of 1400 Hz is already a little bit low in order to produce a short tone burst,
the spectral width of which is smaller than the corresponding critical band.
Under these conditions, phase shifts occur as a function of test-tone frequency
(compare the upper and lower right-hand panels) and as a function of masker
level (parameter). All the data clearly show a close relationship between the
time function of masking-period patterns and that of the masker.

In order to obtain more insight into this relationship, very low-frequency
maskers with non-sinusoidal temporal functions have been used to produce
masking-period patterns: Gaussian impulses alternating in sign, their first,
and their second integrals. The time functions of these maskers are plotted in
Fig. 4.34 together with the corresponding masking-period patterns. In order
to produce masking of at least 20 dB somewhere within the period of the
masker, large masker levels are needed. For the twice-integrated Gaussian
impulses (Fig. 4.34a), almost no masking occurs during the first half of the
period although a masker level as high as 140 dB is used, but a very distinct
maximum appears in the second (rarefaction) half. Indeed, the maximum
coincides with the minimum of the masker’s time function, i.e. with the peak
value of the rarefaction.

The data measured for the integrated Gaussian impulse (Fig. 4.34b) with
a masker peak level of 131 dB, show two distinct peaks even though no
extreme values of the masker’s time function occur at these positions. The
alternating Gaussian masker itself (Fig. 4.34c) produces a masking-period
pattern that reaches a maximum in the first half of the period at the same
time at which the masker’s time function reaches its most negative value.
Three other maxima in the masking-period pattern are produced during the
second half of the masker period. The middle maximum corresponds to that
moment at which the masker’s time function reaches its most positive value.
For the two neighbouring maxima, however, there exist no corresponding
maximal values in the masker’s time function. These three data sets indicate
that the masking-period pattern’s time dependence cannot always be directly
related to the masker’s time function. However, it is obvious that positive
values of the second derivative of the masker’s time function seem to play the
dominant role in producing masking-period patterns of tone bursts masked
by periodical low-frequency maskers. Note that the same effect is evident in
suppression-period patterns as outlined in Fig. 3.24.
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Fig. 4.34a–c. Masking-period patterns produced by maskers, the sound pressure
versus time functions of which are indicated below each pattern. The period of each
masker is 300 ms, the time function of the masker in (b) is the first derivative and
that of the masker in (c) the second derivative of the masker shown in (a). The
level above threshold in quiet of a 1.4-kHz test-tone burst with a duration of 2 ms
and a rise/fall time of 0.5 ms is indicated as a function of the delay time in 32
fractions of the masker period

4.4.6 Pulsation Threshold

If two sounds are presented alternately, it may occur that one of the sounds is
perceived as being continuous despite the fact that in reality it is gated on and
off at periodic intervals. The corresponding temporal pattern of such stimuli
is shown in Fig. 4.35. The solid curves represent the temporal envelope of one
sound called the “masker”, the dashed curve represents the temporal envelope
of the test tone. The durations of “masker”, TM, the gap between “masker”
and test tone, tg, and the duration of the test tone, TT, are measured at 70%
of the respective maximum amplitude. The rise and fall time, TrG, of the
Gaussian-shaped gating signal is measured between 10% and 90%. When the



98 4 Masking

Fig. 4.35. Stimulus pattern for the measurement of pulsation thresholds. The
temporal envelope of the “masker” (solid) and of the test tone (dashed) are shown;
the “masker” duration, TM, the test-tone duration, TT, the duration of the gap
between “masker” and test tone, tg, and the rise time of the Gaussian-shaped
gating signal, TrG, are also indicated; Track 13 and 14

sequence of “masker” and test tone is presented at a reasonable level for both
sounds, a sequence of two pulsed sounds is perceived. However, if the level
of the test tone is decreased to a specific value, then the test tone starts to
sound continuous and is no longer heard as pulsed. This particular value of
the test-tone level is called the pulsation threshold. It should be mentioned
that if the test-tone level is decreased further, the test tone continues to be
heard as a continuous tone until it reaches absolute threshold and disappears.
In the pulsation-threshold technique, the “masker” does not really mask the
test tone, but gives rise to the continuity phenomenon. Therefore, in this
section the first sound is always denoted “masker” in quotation marks in
order to point to this effect.

In a manner comparable to the masking patterns determined by mask-
ing described in Sect. 4.1.2, pulsation patterns can be produced using the
pulsation-threshold technique. An example of a pulsation pattern with a
critical-band wide noise at 2 kHz as “masker” is shown in Fig. 4.36. The
level LT of the test tone at pulsation threshold is given as a function of both
testtone frequency (top scale) and critical-band rate (bottom scale). While
the duration tg of the gap between “masker” and test tone and the rise time
of the Gaussian-shaped gating signal were kept constant, the duration of the
“masker” and test tone were varied. In Fig. 4.36, triangles represent a pulsa-
tion pattern for durations of “masker” and test tone TM = TT = 30 ms, the
circles stand for TM = TT = 110 ms and the squares represent the data for
TM = TT = 300 ms (medians of 8 subjects). In all experiments, the level of
the “masker” was kept constant at 70 dB.

The results plotted in Fig. 4.36 show that the shape of the pulsation
pattern depends slightly on the choice of the duration of “masker” and test
tone. In particular, the steepness of the lower slope of the pulsation pattern
decreases somewhat with decreasing duration of “masker” and test tone. Con-
sequently, an attempt was made to develop an “optimum” stimulus pattern
for the measurement of pulsation thresholds. The arguments hinge on the
results displayed in Fig. 4.37, where the left panels show results for narrow-
band noise centred at 2 kHz (13 Bark) and the right panels show data for
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Fig. 4.36. Pulsation patterns of critical-band wide noise “masker” centred at 2 kHz.
“Masker” level LM = 70 dB; temporal gap between “masker” and test tone tg =
5 ms; rise/fall time of Gaussian-shaped gating signal TrG = 10 ms; duration of
“masker” TM and test tone TT = 30 ms (triangles), 110 ms (circles), and 300 ms
(squares)

a pure tone at 2 kHz. Masking patterns are indicated by open triangles and
solid lines, pulsation patterns by filled triangles and dashed lines.

Whereas the measurement of masking patterns for narrow-band noise
represents an easy task for the subject, masking patterns of pure tones are
confounded by additional effects such as beats, roughness and combination
tones (see Sect. 4.2.1). The following strategy was therefore adopted: for a
critical-band wide noise at 2 kHz with 60 dB SPL, both the masking pattern
and the pulsation pattern were determined. The temporal features of the
stimulus pattern for the pulsation threshold measurement shown in Fig. 4.35
were then varied, until the resulting pulsation pattern matched to the cor-
responding masking pattern as closely as possible. Figure 4.37a shows that
the masking pattern and the pulsation pattern coincide very closely (aver-
age deviation is less than 1 dB) when the stimulus pattern was as follows:
“masker” duration TM = 100 ms, test-tone duration TT = 100 ms, temporal
gap between “masker” and test tone tg = 5 ms, and Gaussian-shaped gating
signal TrG = 10 ms. This “optimum” stimulus pattern for the measurement
of pulsation threshold was used in all further experiments on pulsation pat-
terns outlined in this chapter. A comparison of solid and dashed curves in
Fig. 4.37c reveals that not only at 60 dB SPL but also at 20, 40, and 80
dB, masking pattern and pulsation pattern of narrow-band noise are quite
similar. Only at 80 dB SPL does the upper slope of the masking pattern
show the influence of nonlinearities (see Sect. 4.2.1) that are not present in
the pulsation threshold pattern.
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Fig. 4.37a–d. Comparison of masking patterns and pulsation patterns produced
by the following maskers (“maskers”): left panels: critical-band wide noise at 13
Bark (2 kHz); right panels: pure tone at 13 Bark. Open triangles and solid lines:
masking patterns, filled triangles and broken lines: pulsation patterns, crosses and
dash-dotted lines: threshold in quiet. (a) critical-band wide noise with 60 dB SPL;
the hatched area indicates the spectral distribution of the critical-band wide noise,
(b) pure tone at 60 dB SPL, the arrow indicates the spectral position of the masker
tone, (c) critical-band wide noise, and (d) pure tones at 20, 40, and 80 dB SPL

The right panels of Fig. 4.37 enable a comparison of masking patterns
and pulsation patterns for a pure-tone masker. In contrast with the data
obtained with a noise masker (Fig. 4.37a), the data plotted in Fig. 4.37b
indicate large differences between masking patterns and pulsation patterns,
even for a configuration where the masking pattern and pulsation pattern of
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a narrow-band noise nearly coincide. Figure 4.37d also shows that at 20 and
40 dB and, in particular, at 80 dB, large differences between masking pattern
and pulsation pattern occur. However, the pulsation patterns also show the
“tilt” as seen in masking patterns of pure tones: at low masker level the lower
slope of the pattern is shallower than the upper slope and at high masker
level the lower slope is steeper.

A comparison of the data plotted in Fig. 4.37a and Fig. 4.37b reveals
that the patterns for the pure-tone masker show a steeper lower slope than
the patterns for the narrow-band noise masker, particularly for the pulsation
patterns. An experiment was conducted to determine whether this effect also
occurs at frequencies different from 2 kHz. In Fig. 4.38, pulsation patterns are
given for maskers at 0.4, 1, 2, and 4 kHz. Triangles and solid lines represent
pulsation patterns for critical-band wide “maskers”, circles and dashed lines
represent pulsation patterns for pure-tone “masker”. The squares connected
by dash-dotted lines indicate the median threshold in quiet for the eight
observers involved. For both the critical-band wide noises and the pure tones,
an SPL of 70 dB was chosen.

The results displayed in Fig. 4.38 indicate that lower slopes of pulsation
patterns for pure tones, compared with critical-band wide noise, differ for
maskers at 2 kHz and to a lesser degree for maskers at 4 kHz. At 0.4 and
1 kHz, the pulsation patterns of critical-band wide “masker” and pure tone
“masker” yield similar patterns. This also holds for the upper slopes of the

Fig. 4.38. Comparison of pulsation patterns of critical-band wide noise versus those
of pure tones. “Masker” level LM = 70 dB. “Masker” frequency fM = 0.4, 1, 2, and
4 kHz; triangles and solid lines: critical-band wide “masker”; circles and dashed
lines: pure tone “masker”; squares and dashed-dotted lines: medians of threshold in
quiet of the eight observers involved
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pulsation patterns at 2 and 4 kHz. By and large, the pulsation patterns
shown in Fig. 4.38 greatly resemble the masking patterns of critical-band wide
noise shown in Fig. 4.3. This similarity only holds, however, if the temporal
sequence used for measuring pulsation threshold consists of TM = TT =
100 ms and tg = 5 ms

4.4.7 Mixed Spectral and Temporal Masking

In many cases of complex maskers, both spectral and temporal effects appear.
It is not possible to discuss this in detail because there are many varying
parameters. Three examples may indicate possible side effects and show what
our hearing system may pick up in complex masking experiments.

The basis of masking is always the same: the ratio (spectrally and tem-
porally) between the excitation level versus critical-band rate versus time
patterns produced by the masker, and that produced by the test sound is
ultimately responsible for whether the test sound is heard or not.

A frequency-modulated pure-tone masker produces constant SPL. How-
ever, its excitation level pattern moves up and down along the critical-band
scale, with an extension corresponding to its frequency deviation and a tem-
poral speed corresponding to its modulation frequency. If a long lasting tone
is used as a test sound, the minimal excitation level of the masker produced
within the modulation period at the critical-band rate of the test tone deter-
mines threshold. When a short test-tone burst, repeatedly presented with a
rate corresponding to modulation frequency, is used then the temporal rela-
tion between the FM of the masker and the incidence of burst presentation
within the FM period plays an additional role, as has been shown in Fig. 4.26.

This effect of FM seems to be reasonable. However, FM-like sounds can
also be produced by determining the phases of a large number of harmoni-
cally related tonal components of a complex masker, following special rules.
Changing the phases from random values to this special condition without
changing the level of the partial tones may be thought as a strategy to un-
cover our ears’ phase sensitivity. Actually, such phase changes are resolved
by the spectral and temporal resolution ability of our hearing system.

Gaussian noise can be simulated by a large number of low-level tonal
components with random phase. Such approximations have to be adopted
with care when used as maskers, because of the non-Gaussian amplitude dis-
tribution produced in the case of too few lines and/or non-arbitrary phase
conditions. The same holds for noises produced by “statistically” chosen se-
quences of “0”s and “1”s. Such noises often produce masking effects different
from those produced by Gaussian noise because of the different amplitude dis-
tribution and the different temporal and spectral pattern within narrowfre-
quency bands. Such patterns are important for the excitation level versus
critical-band rate versus time pattern, the basis of masking.
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4.5 “Addition” of Masking

The effect of masking by certain well-defined maskers has been described in
Sects. 4.1 and 4.2. In many cases, there is not one masker (for example a
sinusoidal tone at a lower frequency) but also a second masker which may,
for example, be a narrow-band noise centred at 1 kHz. At lower frequencies,
masking will be defined by the low-frequency masker. For frequencies around
1 kHz, masking will be defined by the narrow-band noise. There is a region,
however, for which the masking effect produced by the low-frequency tone
and the masking effect produced by the narrow-band noise, each of them pre-
sented separately, produce an equal shift of threshold. This may be, in the
case mentioned, in the neighbourhood of 800 Hz. The effect expressed as “ad-
dition of masking” can be formulated by a question: does threshold masked
by the two noises remain the same as threshold masked by one sound alone,
or does it rise by 3 dB (intensity addition) or 6 dB (sound pressure addition),
or does it rise by some other value? Results of corresponding measurements
using simultaneous masking can be summarized relatively clearly. Similar
measurements using nonsimultaneous masking, for example post-masking,
produce effects that cannot be generalized easily. It seems that bandwidth
plays an important role with a number of other variables if temporal para-
meters are involved.

4.5.1 “Addition” of Simultaneous Masking

In order to characterize the thresholds produced by one of the maskers, only
one number will be used as an index: the masked threshold will be indicated
by the level of the test tone at a certain frequency (L1 or L2), and the
increment in masked threshold produced by adding the second masker will
be indicated by the incremental value, ∆LT. One of the most important
variables is the difference between the two thresholds (L1 and L2) produced
by each of the maskers. This difference in masked threshold will be called
∆LT(1−2). It must be expected that the increment in threshold, ∆LT, will be
largest when the difference between the masked thresholds produced by each
masker is zero, i.e. when each masker produces the same masked threshold.
If the threshold produced by one masker is much larger than that produced
by the other, then the masking produced by the maskers together is likely to
be dominated by the masker that produces larger masking.

The increment ∆LT of masking when two maskers are presented, in re-
lation to that produced by only one masker, is indicated in Fig. 4.39 as a
function of the level difference of the masked thresholds produced by each
of the two maskers separately. Two curves are presented, the broken one
corresponding to masked thresholds only 5 to 15 dB above the threshold in
quiet, and the solid curve corresponding to masked thresholds more than
15 dB above threshold in quiet. The expected maximum at a level difference
∆LT(1−2) = 0 shows up clearly in both cases. However, the maximum ∆LT
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Fig. 4.39a,b. Difference in masked thresholds, ∆LT, of test tones masked either
by two maskers (a 105-Hz tone and a critical-band wide noise at 1 kHz) together,
or by the masker which produces the larger masking, is shown as a function of
the difference ∆LT(1−2) between masked thresholds produced by the two maskers
alone. Part (a) holds for data produced at the slopes (upper or lower) of masking
patterns (solid: averaged curve for masked thresholds higher than 15 dB above
threshold in quiet, dashed: 5 to 15 dB above threshold in quiet). Part (b) holds for
data produced within the critical band of the noise masker

value reached is much larger than 3 dB and very nearly a factor of 2 larger
than 6 dB! For measurements well above threshold in quiet 12 dB are often
obtained when ∆LT(1−2) = 0. The decrement of the curve towards negative
or positive values of ∆LT(1−2) has a slope that is shallower than expected.
The masked threshold increment still reaches about 6 to 8 dB, even when
the difference between the masked threshold produced by each masker is as
much as 10 dB. The data in Fig. 4.39a apply to masked thresholds being de-
termined at the slopes of excitation. This means that masked threshold is not
determined by what is called the critical-band level of the maskers, i.e. main
excitation, but by the excitation slopes, upper or lower. If measurements are
performed in a frequency range that is determined as main excitation (in our
case in the neighbourhood of 1 kHz, the centre frequency of the narrow-band
masker), the increment in masked threshold reaches only 3 dB when the two
maskers produce the same masking (see Fig. 4.39b). This means that in such
cases the addition of masking of these maskers seems to be closely correlated
to intensity addition.

Besides measurements using two maskers, others have been performed
with up to four additional maskers. In this case, it is most effective if each
of the four maskers produces the same masked threshold, which should be
at least 20 dB above threshold in quiet. A masked threshold increment of
up to 21 dB can then be achieved when the four maskers are presented
simultaneously (compared with the 6 dB that would result from the addition
of intensity). These effects again show clearly that “addition of masking”
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follows rules that are not equivalent to the addition of intensity, but may be
describable by the addition of specific loudnesses.

4.5.2 “Addition” of Postmasking

As discussed previously, post-masking depends on the duration of the masker.
When using narrow-band maskers, post-masking also depends on bandwidth.
Therefore, many variables besides the levels of the two maskers influence the
addition of the effects produced by masker “1” and masker “2”. One example
that produces relatively large effects will be discussed. Both the maskers are
relatively long (about 500 ms); the test-tone duration is 20 ms and Gaus-
sianshaped, with a 2-ms rise time. The delay time between the end of the
masker and the end of the test tone is kept constant at 46 ms. A narrow-band
noise centred at 2.8 kHz is used as masker M1. The frequency of the test-
tone burst is the same as the centre frequency of masker M1. Masker M2 is a
sinusoidal tone at 3.22 kHz (Fig. 4.40a) or a broad-band noise (Fig. 4.40b).

Fig. 4.40a,b. Post-masked thresholds for test-tone bursts centered in frequency
at masker M1, a band-pass noise, as a function of this masker’s bandwidth. Solid
lines represent masked thresholds produced by masker M1 alone, dashed lines those
produced by the two maskers, M1 and M2, presented simultaneously. The arrows
indicate post-masked thresholds produced by masker M2 alone. Masker M1 is cen-
tered at 2.8 kHz with a critical-band level of 40 dB. Masker M2 is a pure tone at
3.22 kHz with an SPL of 60 dB for part (a) and a broad-band noise of 20 kHz
bandwidth and an SPL of 60 dB in part (b)
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The spectral configurations are illustrated by the insets. Masked threshold
is plotted in both cases as a function of the bandwidth of masker M1. The
curves represent medians of 16 data points produced by eight subjects. The
arrows on the left mark the post-masking threshold produced by masker M2
alone. The left-most data points in the two figures belong to a sinusoidal
masker M1. Proceeding from this masker to a narrow-band masker with 30-
Hz bandwidth results in an increase of masked threshold of about 12 dB for
masker M1 alone. Above a bandwidth of 100 Hz, masked threshold decreases
to an almost constant value for bandwidths larger than 660 Hz. If the two
maskers are presented simultaneously, post-masked thresholds remain almost
independent of the bandwidth of masker M1. This leads to a large decrement
of post-masked threshold when the second masker M2 is added. This is in
complete contrast to data for simultaneous masking. The decrement of mask-
ing with the addition of two maskers for post-masking, depends strongly on
the parameters chosen.

The examples indicated in Fig. 4.40 show the most pronounced effect. The
data indicate that this astonishing effect may depend on the time structure
of masker M1, which produces a pronounced temporal pattern for narrow
bandwidth below 600 Hz. Therefore, a model describing these results must
be based on spectral and temporal features of the two maskers so that the dis-
tinctly audible fluctuations produced for a narrow-band masker M1 are taken
into account. These fluctuations are strongly reduced when a second masker
M2, a pure tone or a white noise is added. Consequently, in addition to the
spectral effect, a pronounced temporal effect leading to a reduction of audible
fluctuations is introduced, which finally produces a decrease of post-masked
threshold by as much as 13 to 24 dB. The latter effect depends strongly on the
masker’s bandwidth. Large effects appear when M1 is a narrow-band noise,
whereas almost no effect occurs when M1 is a broad-band noise.

4.6 Models of Masking

Masking effects fall not only into different temporal regions, such as simul-
taneous masking and nonsimultaneous masking, but can also be described
either psychoacoustically or – at least for simultaneous masking – using the
cochlear pre-processing model. Masking also has a relatively close relation to
just-noticeable variations. An example may illustrate this: if a white noise
from one generator is presented as a masker and another white noise from
another generator is used as the test sound to be masked, two incoherent
sounds are produced. It is also possible to interprete this sound sequence as
a rectangularly amplitude-modulated white noise. This effect may come even
closer to what we call modulation if the two sounds originate from the same
noise generator and are therefore coherent. In this case, the equivalence of the
sequence of sounds to that of rectangular amplitude modulation becomes ob-
vious. Thus a suitable model of masking has close relation to a suitable model
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of just-noticeable variations, as outlined in Sect. 7.5.1. It may be helpful to
read Chaps. 6–8 before reading the next two sections.

4.6.1 Psychoacoustical Model of Simultaneous Masking

The model for just-noticeable sound variations with durations longer than
200 ms (see Sect. 7.5.1) postulates that a variation is audible for conditions
in which an increment of excitation level larger than 1 dB at any place along
the critical-band rate scale is produced. Because masking is very closely re-
lated to excitation (see Chap. 6), this postulation has to include masking
effects in the steady-state condition, e.g. masking of pure tones by long-
lasting broadband noises. The fluctuation of noises that occur with the small
bandwidths produced in the early stages of the hearing system through its
frequency selectivity must also be considered. At low frequencies, for example,
the corresponding critical bandwidth is only 100 Hz wide, whereas at high fre-
quencies near 10 kHz, the bandwidth is more than 2 kHz wide. Consequently,
noise at high frequencies produces a steady-state condition, whereas noises
at low frequencies produce a strong temporal modulation which hinders the
process of hearing the interrupted test tone used in masking procedures.

An example may illustrate the use of the model where white noise is the
masker and a sinusoidal tone is the test sound. White noise is a broadband
noise that produces only main excitations. At high frequencies, the fluctua-
tion of the noise is not effective because the critical bandwidth is very large.
Therefore, the logarithmic threshold factor is 1 dB, the just-noticeable rel-
ative increment in intensities is 0.25, and the corresponding masking index
is –6 dB. If we assume a test-tone frequency of 9 kHz, the corresponding
critical bandwidth is 2000 Hz. Because main excitation level is identical to
critical-band level, the masked threshold can be calculated using the equation
LT = LG + av = lWN + 10 log(∆fG/Hz) + av. For the example given above,
and for a masker density level lWN = 30 dB, the level of the test tone at
masked threshold is calculated to be LT = (30 + 10 log 2000 – 6) dB = (30
+ 33 – 6) dB = 57 dB. This value fits well with the data outlined in Fig. 4.1.

Similar calculations can be done at the low-frequency region. There, the
masking index is only –2 dB, the just-noticeable relative intensity increment
is 0.65 and the logarithmic value of the 1-dB increment at high frequencies
changes to little more than a 2-dB increment at these low frequencies. For a
test-tone frequency of, for example, 300 Hz, the critical bandwidth is 100 Hz,
leading to a test-tone level at masked threshold LT = (30 + 20 – 2) dB =
48 dB. This value also agrees with the measured data. Such an agreement is
not surprising because the excitation level versus critical-band rate pattern
was produced from masked threshold pattern, and the model for masking
uses this relationship in the reverse direction.

Sometimes it is also interesting to use, instead of the increment in level,
the increment in relative specific loudness (see Chap. 8). The excitation is
then transformed to specific loudness using (8.7). In this case, the logarithmic
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incremental value of 1 dB corresponds to the relative increment of ∆N ′/N ′ =
0.06 at high frequencies (see also (8.2)) and to 0.13 at low frequencies. Such
relationships can be used not only for steady-state conditions in simultaneous
masking but also for postmasking effects.

Near threshold in quiet, masked threshold becomes dependent not only
on masker level but also on level of threshold in quiet. In this case, the
masker noise and the internal noise responsible for threshold in quiet have
to be added. Using such an assumption, the threshold of tones masked by
broadband noises of lower levels changes from the masked threshold into
threshold in quiet very smoothly. Threshold in quiet as such can be picked
up from this model assuming an internal noise as the masking sound.

Simultaneous masking depends on duration of the test sound in such a way
that the product of intensity and duration is constant for durations smaller
than 200 ms. For larger durations, threshold is independent of duration. That
effect can also be described as an intensity weighting by a time constant with
a characteristic value of 200 ms.

When, instead of broad-band noises, narrow-band noises or tones are used
as maskers, slope excitation is also created. Because slope excitation is based
on the masking patterns produced by narrow-band sounds, the facts described
above apply even more: the model of masking is based on the excitation
versus critical-band rate pattern; therefore, it is obvious that this model must
describe spectral masking in steady-state condition perfectly.

4.6.2 Psychoacoustical Model of Non-simultaneous Masking

The effect of post-stimulus masking (postmasking) is dominant in nonsimul-
taneous masking; premasking plays a relatively secondary role in comparison.
The effect of postmasking is shown in Figs. 4.22 and 4.23. The astonishing
effect that postmasking depends on the duration of the masker is clearly
outlined in Fig. 4.23. This effect can be modelled more easily in the specific
loudness versus critical-band rate versus time pattern described in detail in
Sect. 8.7.1. If the duration-dependent decay of postmasking is transformed
into an excitation-time pattern, which is transformed further into a specific
loudness versus time pattern, then the decay can be simulated by two time
constants. One is very quick and effective in the case of short maskers while
the other acts more slowly and is seen with a masker duration longer than
100 ms. This behaviour can be simulated by a relatively simple network,
which contains two resistors, two capacitors and a diode. Its input is specific
loudness derived directly from the instantaneous direct excitation, i.e. the
level within the critical band in question. The transfer function from exci-
tation level to specific loudness is given in (8.7). The input-time functions
of almost rectangular shape, when switching the masker on and off quickly,
are transferred into specific loudness versus time functions that correspond
closely to the postmasking plotted on an ordinate scale of specific loudness.
Postmasking threshold can be achieved using such a model by assuming that
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postmasking threshold is reached for the relative increment of specific loud-
ness ∆N ′/N ′ > 0.06 at any time. This means that a deviation from the
normal decay of specific loudness by more than 6% is audible. Postmasking
effects can be usefully approximated in this way.

4.6.3 Masking Described in Cochlear Active Feedback Models

Simultaneous masking can be described in the cochlear preprocessing model
by suppression effects. The nonlinear active feedback loop, as discussed in
Sect. 3.1.5, is not yet in its final stage. However, it can be used as an approx-
imation which may be improved later with more reliable data.

It can be shown that simultaneous masking appears within the peripheral
cochlear processes before the signals are transformed into neural information
by the first synapses. Nonsimultaneous masking, however, was found not to
be measurable within the peripheral process of the cochlea. For this reason,
we can describe only simultaneous masking using cochlear models.

Figure 3.27 shows the model of peripheral nonlinear active preprocessing.
It reveals clearly that a large masker drives the nonlinear transfer function
installed in the feedback loop into saturation. This way, the feedback loop
is automatically switched off more and more by increasing levels, leading to

Fig. 4.41. Masking patterns produced using the nonlinear active feedback model:
the level of the test tone necessary to produce, at any place along the basilar
membrane, an excitation increment of 1 dB as a function of the test-tone frequency.
The parameter is the level of the 1-kHz masking tone
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a decrease of the gain at and near the characteristic frequency of the place
in question. Furthermore, suppression occurs when a second tone, the test
tone, is added. This test tone occurs in a condition within the feedback loop
that is determined by the amplitude of the masker. Taking into account that
a certain increment in excitation level at or near the characteristic place of
the test tone is necessary to just hear the test tone, masking curves can be
measured in the analogue model or calculated in the computer model. Results
of such measurements using the analogue model are indicated in Fig. 4.41.
The criterion used is that threshold is reached when ever a 1-dB increment
is produced at any place along the critical-band rate scale by the addition of
the test tone. The parameters are adapted so that they correspond closely to
the level range within which masking of tone by tone is usually outlined.



5 Pitch and Pitch Strength

In this chapter the pitch of pure tones, complex tones and noise bands is
addressed, and models for spectral pitch and virtual pitch are developed. In
addition, the pitch strength of various sounds is assessed.

5.1 Pitch of Pure Tones

5.1.1 Ratio Pitch

The pitch of pure tones can be measured by different procedures. One possi-
bility is that the subject is presented with a pure tone of frequency f1 and has
to adjust the frequency f1/2 of a second tone in such a manner that the sec-
ond tone produces half the pitch of the first tone. If, for instance, a pure tone
of 440 Hz is used as sound 1 and a pure tone of variable frequency as sound
2, and the subject listening alternately to sounds 1 and 2, adjusts sound 2 to
produce half the pitch elicited by sound 1, the average setting for the second
tone is a frequency of 220 Hz. This means that at low frequencies, the halving
of the pitch sensation corresponds to a ratio of 2 : 1 in frequency. This result
at low frequencies is expected particularly from musically trained subjects.
At high frequencies, however, some unexpected effects occur. If a frequency of
8 kHz is chosen for f1, subjects produce for the sensation of “half pitch” not
a frequency of 4 kHz, but a frequency of about 1300 Hz. Although there exist
large individual differences, the value of 1300 Hz, on average, could be con-
firmed in many experiments. Measurements at other frequencies above 1 kHz
confirm the tendency observed: for the perception of “half pitch”, a ratio of
the corresponding frequencies larger than 2 : 1 is necessary. This relation is
shown in Fig. 5.1 by the solid curve. The frequency f1 is given at the upper
abscissa, the frequency f1/2 at the left ordinate. The broken curve indicates
the ratio of 2 : 1 between frequency f1 and frequency f1/2. Up to a frequency
of about 1 kHz, the broken line and the solid line coincide; significant devia-
tions occur at higher frequencies. The example that 1300 Hz represents “half
pitch” of 8 kHz is indicated in Fig. 5.1 by arrows and the thin broken lines.
In the same way that the sensation “half pitch” is determined, the sensation
“double pitch” can be measured. For both types of experiments, a method
of constant stimuli is frequently used. Moreover, at high frequencies, narrow
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Fig. 5.1. Frequency and ratio pitch. The relationship between the frequency f1

and the frequency f1/2 producing “half pitch” (solid). Ratio pitch as a function of
frequency (dotted). Cross: reference 125Hz = 125 mel. Dashed lines with arrows:
indication that 1300Hz corresponds to the “half pitch” of 8 kHz

noise bands are sometimes used as stimuli instead of pure tones. The data
given in Fig. 5.1 as solid lines represent, with the appropriate interchange of
axes, an average of the measurements for “half pitch” and “double pitch”.

Ratios can be determined from experiments with halving and doubling
of sensations, but not absolute values. To get absolute values it is neces-
sary to define a reference point for the sensation “ratio pitch” as function
of frequency. For the results plotted in Fig. 5.1, it is advisable to choose the
reference point at low frequencies where the frequencies f1 and f1/2 are pro-
portional, and to assume as the constant of proportionality the factor 1. In
this way, the dotted line in Fig. 5.1 in the frequency region below 500 Hz,
is produced by shifting the solid line by a factor of 2 towards the left. As
a reference frequency, 125 Hz is chosen and marked in Fig. 5.1 by a cross.
The dotted line in Fig. 5.1 then indicates that the numerical value of the
frequency is identical to the numerical value of the ratio pitch at low fre-
quencies. Because ratio pitch determined this way is related to our sensation
of melodies, it was assigned the unit “mel”. Therefore, a pure tone of 125 Hz
has a ratio pitch of 125 mel, and the tuning standard, 440 Hz, shows a ratio
pitch with almost the same numerical value. However, at high frequencies,
the numerical value of frequency and that of ratio pitch deviate substantially
from another. As indicated by the dotted line in Fig. 5.1, a frequency of 8 kHz
corresponds to a ratio pitch of 2100 mel, and a frequency of 1300 Hz corre-
sponds to a ratio pitch of 1050 mel. Thus the experimental finding that a tone
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of 1300 Hz produces “half pitch” of an 8 kHz comparison tone is reflected in
the numerical values of the corresponding ratio pitch, because 1050 mel are
half of 2100 mel.

Figure 5.2 shows on linear scales the relationship between ratio pitch and
frequency. The proprotionality of frequency and ratio pitch at frequencies
up to about 500 Hz becomes clear from the steep increase at the start of
the curve near the origin. At higher frequencies, the curve bends more and
more and reaches a ratio pitch of only 2400 mel at a frequency near 16 kHz.
A comparison of the dependence of ratio pitch on frequency as illustrated
in Fig. 5.2 with the dependencies displayed in Figs. 6.9 and 7.9, indicates
that all three curves show great similarity. This important correlation will be
discussed in more detail in Chap. 7.

Fig. 5.2. Ratio pitch as a function of frequency. The abscissa and ordinate are
linear

5.1.2 Pitch Shifts

The pitch of pure tones depends not only on frequency, but also on other
parameters such as sound pressure level. This effect can be assessed quanti-
tatively by comparing the pitches of pure tones at different levels. The pitch
of a pure tone at level L and frequency fL is measured by matching its pitch
to that of a tone with level of 40 dB and a frequency of f40 dB.

If a 200-Hz tone is alternatively presented at levels of 80 dB and 40 dB,
the louder tone produces a lower pitch than the softer tone. However, if the
same experiment is performed with pure tones at 6 kHz, the effect is reversed:
the 6-kHz tone with 80 dB SPL produces a higher pitch than the 6-kHz tone
at 40 dB SPL. Hence, frequency alone is not sufficient to describe the pitch
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Fig. 5.3. Pitch shift of pure tones as a function of level for the four test frequencies
indicated; Track 15

produced by a pure tone, because the pitch sensation depends somewhat on
level although much less than on frequency.

The dependence of the pitch of pure tones on the level is displayed in
Fig. 5.3 , where the pitch shift, v, is given as a function of level when 40 dB
is used as the standard. As indicated in the inset of Fig. 5.3, the pitch shift
is calculated as the difference in frequency of a pure tone at 40 dB SPL and
that of another pure tone at the level L under the condition in which the pure
tones of different levels produce the same pitch. In Fig. 5.3, average values
for the pitch shifts obtained from many subjects and for many repetitions
are given; pitch shifts of single individuals can deviate substantially from the
average data given in Fig. 5.3 . The results displayed in Fig. 5.3 suggest that
for an increase in sound pressure level of 40 dB, the pitch of pure tones is
shifted on average by not more than about 3%. This relatively small effect
can be neglected in many cases. If, however, the pitch of a pure tone has to
be known very precisely, then both the frequency and the level have to be
given.

Pitch shifts of pure tones can also occur if additional sounds that produce
partial masking are presented. Pitch shifts produced by a broad-band noise
masker are shown in Fig. 5.4, and are given as a function of both frequency
and critical-band rate of the pure tones, the level of which is 50 dB. For uni-
form masking noise with 60 dB SPL as the partial-masking sound, the tones
show a pitch shift between 1 and about 3%. For partial masking with broad-
band sounds, the pitch shift of pure tones tends to increase with increasing
frequency, even at low frequencies.

With narrow-band sounds as partial maskers, larger pitch shifts can be
obtained. In Fig. 5.5, the pitch shift of pure tones, partially masked by pure
tones of lower frequency, is given as a function of the level difference between
the partial-masking tone and the test tone. In all cases, the partial-masking
tone was presented 1 octave lower than the test tone, i.e. the frequencies of
the test tone and partial-masking tone are in a ratio of 2 : 1. The loudness
level of the unmasked test tone was kept constant at 50 phon.
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Fig. 5.4. Pitch shift of test tones partially masked by uniform masking noise as a
function of frequency and critical-band rate. Overall masker level 60 dB, test-tone
level 50 dB

Fig. 5.5. Pitch shift of pure tones elicited by a pure tone of lower frequency, as a
function of the level difference between the tones. The parameter is the test-tone
frequency; Track 16

The results displayed in Fig. 5.5 show pitch shifts up to 8% at low fre-
quencies near 300 Hz, and a pitch shift of only 1% at high frequencies between
1 and 4 kHz, due to the octave ratio of partial-masking tone and test tone.
For a 4-kHz test tone partially masked by a 3-kHz tone or a narrow-band
noise, a pitch shift up to about 6% can be achieved.

In Fig. 5.6, pitch shifts of pure tones are displayed when the partialmask-
ing tone is presented 1 octave higher than the test tone. In this case there are
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Fig. 5.6. Pitch shift of pure tones elicited by a pure tone of higher frequency, as
a function of the level difference between the tones. The parameter is the test-tone
frequency

negative pitch shifts which, because of the octave ratio, are more pronounced
at low frequencies (100 Hz) than at mid-frequencies (500 Hz).

With some simplification, the following rule can be proposed: partial
masking produced by sounds which are lower in frequency than a test tone
yields positive pitch shifts, whereas partial-masking sounds higher in fre-
quency than the test tone produce negative pitch shifts. In terms of the
corresponding excitation patterns, the pitch of pure tones is shifted away
from the spectral slope of the partial-masking sound.

5.2 Model of Spectral Pitch

For pure tones, a model of spectral pitch can be based on the corresponding
masking patterns. As shown in Sect. 5.1, the pitch of pure tones depends not
only on their frequency, but also somewhat on their level and the presence of
partial-masking sounds. The sensation “pitch of pure tones” can be described
by that frequency (a physical value) of a pure tone at 40 dB SPL, which
produces the same pitch as the pure tone in question. This value is called
“frequency pitch”, HF. The total pitch shift v of a pure tone can be devided
into two components: one component, vL, due to the level dependence of
pitch, and a second component, vM, due to the partial masking, where

v = vL + vM . (5.1)

The frequency pitch HF of pure tones given in pitch units (pu) can be calcu-
lated according to the formula:
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Fig. 5.7. Model of spectral pitch. Masking pattern of test tone (T), of masker (M)
and the threshold in quiet (THQ). For the magnitudes 1, 2a, 2b, and 3 see text

HF = (fT/Hz)(1 + v)pu , (5.2)

where fT is the frequency of the tone in Hz. An examination of (5.2) reveals
that the frequency pitch of pure tones is easily obtained once the corre-
sponding pitch shifts are known. Therefore, in the following, pitch shifts are
calculated on the basis of masking patterns.

The basic features of the model of spectral pitch of pure tones are ex-
plained in Fig. 5.7 which shows the masking pattern of a masking sound M,
and the masking pattern of the test tone T, for which the spectral pitch has to
be calculated. In addition, the threshold in quiet, THQ, is given as a dashed
line. The spectral pitch of the test tone can be described on the basis of the
corresponding masking patterns using three magnitudes. The first magnitude
“1” is denoted ∆ MPTM and represents the difference between the mask-
ing pattern of the test tone (T) and the masking pattern of the masker (M)
at the critical-band rate of the test tone. The second magnitude comprises
two components: the component “2a” represents the steepness sMPM of the
masking pattern produced by the masking sound in a region 1 Bark below
the critical-band rate of the test tone. The other component “2b” represents
the steepness of the threshold in quiet, also in a region one critical band
below the critical-band rate of the test tone. The third magnitude “3” is de-
noted ∆ MTHQ, and represents the difference between the masking pattern
of the masker at the critical-band rate of the test tone, and the threshold in
quiet at this critical-band rate.

As a first example, the pitch shift produced by variations in the level
of pure tones will be described by the model of spectral pitch. In this case,
the pattern shown in Fig. 5.7 is considerably simplified because only the
masking pattern of the test tone (T) has to be considered since no masker
(M) is present. Thus, in this case, the magnitude “3” does not exist, and the
magnitude “1” encompasses the whole region between the top of the masking
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pattern of the test tone (T) and the threshold in quiet at the critical-band
rate of the test tone. Furthermore, in this special case only the component
“2b” has to be considered. Thus, the pitch shift of a pure tone caused by its
level can be calculated on the basis of the height of its masking pattern above
absolute threshold, and the steepness of absolute threshold in a region 1 Bark
below the critical-band rate of the test tone. The corresponding formula reads
as follows:

vL = 3 × 10−4(∆MPTM/dB) · (e0.33sTHQ/(dB/Bark) − 1.75) , (5.3)

where vL, according to (5.1), is the pitch shift due to level. The calculation of
the pitch shifts of a pure tone caused by a partial-masking sound is somewhat
more complicated, since magnitude “3” has also to be taken into account. The
value of the pitch shift vM can be calculated as the product of three factors,
each correlated with one of the three magnitudes denoted “1”, “2”, and “3”
in Fig. 5.7, and an additional constant.

The result is described by the formula:

vM = 1.6 × 10−3 × g1g2g3 . (5.4)

The function g1 describes the dependence of the pitch shift of the pure tones
on the differences between the masking pattern of the test tone and the
masking pattern of the masker at the critical-band rate of the test tone. The
corresponding formula is given by

g1 = −0.033∆MPTM/dB + 1.37 . (5.5)

The second function, g2, depends on the steepness of the masker’s masking
pattern and the steepness of the threshold in quiet, both in the region one
critical band below the critical-band rate of the test tone. The corresponding
formula reads:

g2 = 9e−0.15(∆s+12) − e−0.15(∆s+24) + 0.4 , with
∆s = (sMPM − sTHQ)/(dB/Bark) . (5.6)

The third function, g3, represents the difference between the masking pattern
of the masking sound and the threshold in quiet at the critical-band rate of
the test tone. It is most easily described by distinguishing three different level
ranges as follows:

g3 =






0 for ∆MTHQ < 15 dB or > 70 dB ;
0.2∆MTHQ/dB − 3 for 15 dB ≤ ∆MTHQ ≤ 60 dB ;
−0.9∆MTHQ/dB 63 for 60 dB < ∆MTHQ ≤ 70 dB .

(5.7)

While the patterns displayed in Fig. 5.7 may qualitatively elucidate the “phi-
losophy” behind the model of spectral pitch, its quantitative realisation given
in the formulae above was optimised by fitting as many data from the liter-
ature as possible.
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5.3 Pitch of Complex Tones

Complex tones can be regarded as the sum of several pure tones. If the fre-
quencies of the pure tones are integer multiples of a common basic or funda-
mental frequency, the resulting complex tone is called an harmonic complex
tone. Despite the fact that complex tones comprise several pure tones, com-
plex tones occur much more frequently in daily life than pure tones. The
vowels of human speech, for example, or the sounds produced by many mu-
sical instruments are harmonic complex tones.

The pitch of complex tones can be assessed by pitch matches with pure
tones. Although complex tones contain many pure tones, they do not usu-
ally produce many pitches, rather one single or perhaps one prominent pitch.
Basically, the pitch of complex tones corresponds to a frequency close to the
frequency difference between the components in the case of harmonic com-
plex tones, i.e. the fundamental frequency. Closer inspection, however, re-
veals slight but systematic deviations from this rule. An example is given in
Fig. 5.8, where the relative frequency difference between a pure tone of match-
ing pitch and the fundamental frequency of an harmonic complex tone is given
as a function of the corresponding fundamental frequency. Starting with the
fundamental frequency, the complex tone contains all harmonics with equal
amplitude up to 500 Hz, and a spectral weighting with −3 dB/octave for
higher frequencies. The overall level for the harmonic complex tone is 50 dB
and the level of the matching tone usually 60 dB, but at frequencies below
100 Hz it is 70 dB. The results displayed in Fig. 5.8 show that for funda-
mental frequencies below 1 kHz, the relative frequency difference becomes
increasingly negative with decreasing fundamental frequency. For example,
the difference at 60 Hz amounts to almost −3%, i.e. a pure tone, with a fre-
quency of 58.2 Hz produces the same pitch as the harmonic complex tone
with a 60Hz fundamental frequency. At 400 Hz fundamental frequency, the

Fig. 5.8. Pitch of complex tones. Relative frequency difference between the funda-
mental frequency of a complex tone and a pure tone of the same pitch, as a function
of fundamental frequency. Overall level of complex tone 50 dB, of pure tone 60 dB
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relative frequency difference amounts to about −1%, i.e. a pure tone of 396 Hz
produces the same pitch as a complex tone with 400 Hz fundamental fre-
quency. For frequencies above 1 kHz, the frequency of the pure tone and the
fundamental frequency of the complex tone of the same pitch are equal.

The pitch of harmonic complex tones depends on level. Figure 5.9 shows
the pitch shift of a complex tone with a 200-Hz fundamental frequency as a
function of its level. An increasing negative pitch shift shows up with increas-
ing level of the complex tone. Similar behaviour was described in Fig. 5.3 for
pure tones at low frequencies. This indicates that the pitch of a complex
tone is based on the spectral pitch of its lower components. This result is in
line with the data shown in Fig. 5.8, which indicates that a pure tone has a
frequency lower than the fundamental frequency of a complex tone of same
pitch. One explanation, suggested by the data displayed in Fig. 5.6, is that
the fundamental of a complex tone is shifted towards lower frequencies by
the second harmonic.

Fig. 5.9. Pitch shift of complex tones as a function of level. Fundamental frequency
200Hz, level of matching tone 50 dB

If the lower harmonics are removed from a complex tone, the pitch hardly
changes. This means that the pitch of the (incomplete) harmonic tone with-
out fundamental frequency usually corresponds closely to the pitch of its
fundamental. The effect where the “residual” higher harmonics of a complex
tone produce a pitch that corresponds to the low (fundamental) frequency
has been termed residue pitch, low pitch, or virtual pitch.

Not all complex tones from which the lower harmonics have been removed
elicit a virtual pitch. Rather, specific combinations of fundamental frequency
and of the frequency of the lowest component must occur in order to produce
a virtual pitch. An existence region of virtual pitch, as displayed in Fig. 5.10,
can be defined. It shows the fundamental frequency of a complex tone as a
function of the lowest component, below which all spectral components were
removed. In order to produce a virtual pitch, spectral components within the
shaded area of Fig. 5.10 have to be presented.

The results displayed in Fig. 5.10 indicate that a complex tone with its
lowest frequency component above 5 kHz does not produce a virtual pitch
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Fig. 5.10. Existence region for virtual pitch. Fundamental frequency as a function
of the lowest frequency component. Shaded area: Spectral region in which spectral
components of incomplete line spectra have to be contained in order to produce a
virtual pitch

whatever the fundamental frequency. At low fundamental frequencies, i.e.
close spacing of the spectral lines, this limit is attained at even lower fre-
quencies. For example a complex tone with 50 Hz fundamental frequency
produces a virtual pitch only if the frequency of the lowest spectral line does
not exceed 1 kHz. This means that only the lower harmonics up to the 20th
harmonic can produce the sensation of virtual pitch.

The pitch of incomplete harmonic tones can be assessed in the same man-
ner as the pitch of complete harmonic complex tones. As with the data dis-
played in Fig. 5.8 for complete complex tones, incomplete complex tones also
show negative values of the relative frequency difference, which, however, are
larger by a factor of about two. The dependence of the pitch of incomplete
complex tones on level also can be deduced from the level dependence of
the lowest spectral component. Therefore, if the lowest component is around
3 kHz, then the pitch shift increases with level, in contrast with the data
displayed in Fig. 5.9 for complete complex tones.

Instead of removing some of the spectral components of a harmonic com-
plex tone by high-pass filtering, spectral components can be rendered inaudi-
ble by presenting a low-pass noise of sufficient level and steep spectral slope.
In this case, the lower frequency components of the complex tone are com-
pletely masked, and the frequency of the lowest component of the incomplete
complex tone starts near the cut-off frequency of the low-pass filter.

So far, harmonic complex tones for which the component frequencies are
integer multiples of the fundamental frequency have been discussed, where
the frequency spacing of the components is equal to the fundamental. How-
ever, all spectral components of a harmonic complex tone can be shifted
by some amount, to produce an inharmonic complex tone. With inharmonic
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tones, from which the lower components have been removed, rather ambigu-
ous virtual pitches can sometimes be produced. Figure 5.11 gives an example
for a complex tone with a fundamental frequency of 300 Hz, which is .ltered
by an octave-band filter with a centre frequency of 2 kHz. Since this filter
shows a lower limiting frequency of 1.4 kHz and an upper limiting frequency
of 2.8 kHz, the pass band contains the 5th to 9th harmonic of the complex
tone with frequencies of 1500, 1800, 2100, 2400, and 2700 Hz. In this case,
the pitch produced by the residue tone corresponds to the frequency of a
matching tone of 290 Hz (circle in the middle of Fig. 5.11).

Fig. 5.11. Pitch of inharmonic complex tones. Matching frequency as a function of
the frequency of the lowest component. Complex tone composed of five pure tones
with 300 Hz line spacing

If the five frequency components of the filtered harmonic complex tone
are shifted by a constant amount, say 100 Hz, towards lower frequencies, then
the lowest component will have a frequency of 1400 Hz, the next component
will be located at 1700 Hz, the following at 2000 Hz and so forth. In this
case, the frequencies of the components are no longer integer multiples of
the fundamental frequency of 300 Hz, and the whole complex is called an
incomplete inharmonic complex tone, with a pitch corresponding to 270 Hz.
Hence, a shift of all spectral components by 100 Hz towards lower frequencies
yields a decrease of 20 Hz in the matching frequency. As displayed in Fig. 5.11,
a shift of all spectral components by 100 Hz towards higher frequencies leads
to a matching frequency of 310 Hz. For an upward shift of 150 Hz, the lowest
component has a frequency of 1650 Hz. As indicated by the dashed lines in
Fig. 5.11, the pitch of the inharmonic complex tone in this case becomes faint
and ambiguous, and pitch matches are possible both at 260 and 320 Hz. If
the spectral lines of the filtered harmonic complex tone are shifted further
towards higher frequencies, the pitch again becomes more prominent and less
ambiguous. Figure 5.11 indicates that the pitch of such inharmonic complex
tones shows a sawtooth like shape: starting from a situation in which the
frequency of the lowest component is, say, 1400 Hz, the pitch first increases
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with increasing shift of the spectral components, then becomes ambiguous
and, near where the frequency of the lowest component is 1650 Hz, jumps
down to a lower value only to increase again for the further increasing shift
of the spectral components.

5.4 Model of Virtual Pitch

A sophisticated model of virtual pitch has been elaborated by Terhardt. The
basic features of this model will be illustrated in this section. In general,
the model is based on the fact that the first six to eight harmonics of a
complex tone can be perceived as separate spectral pitches. These spectral
pitches form the elements from which virtual pitch is extracted by a type of
“Gestalt” recognition phenomenon. A visual analogue for the model of vir-
tual pitch is illustrated in Fig. 5.12. The word “pitch” displayed on the left
side is produced by thin border lines as an analogue of a complex tone con-
taining all the relevant harmonics. On the right side of Fig. 5.12, the letters
are only indicated by parts of their borders analogous to a complex tone from
which some of the basic features, the lower harmonics for example, have been
removed. The two parts of Fig. 5.12 are meant to illustrate the “philosophy”
of the virtual pitch concept: from an incomplete set of basic features (incom-
plete border lines or incomplete spectral pitches) a complete image (the word
“pitch” or the virtual pitch) is readily deduced by a mechanism of “Gestalt”
recognition.

Fig. 5.12. Visual analogue of the model of virtual pitch; Track 17

The model of virtual pitch can be illustrated using Fig. 5.13 which, for
didactical reasons, includes some simplifications. The influence of pitch shifts,
for instance, is neglected at this stage. In the upper part of Fig. 5.13, a
complex tone with a fundamental frequency of 200 Hz and from which the
first two harmonics have been removed is displayed schematically. Both the
harmonic number and the frequency of the spectral components are given.
In the first stage, spectral pitches are derived (neglecting pitch shifts) from
the spectral components, and a spectral weighting with a maximum around
600 Hz is applied. Next, subharmonics are calculated for each spectral pitch
present. Finally, the coincidence of the subharmonics of each spectral pitch
is evaluated.

For example, (again neglecting pitch shifts) the spectral component at
600 Hz is first transformed into a spectral pitch at 600 pitch units (pu).
Starting from this value, the first eight subharmonics which occur at 300 pu,
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Fig. 5.13. Illustration of the model of virtual pitch based on the coincidence of
subharmonics, derived from the spectral pitches corresponding to the spectral lines
of the complex tone; Track 18

200 pu, 150 pu, 120 pu, 100 pu, 85.7 pu, and 75 pu are calculated. In Fig. 5.13,
each of these subharmonics is indicated by a dot, and the corresponding ratio
is given in numbers. The same procedure is performed with the next spectral
component at 800 Hz. In this case, we start from a spectral pitch at 800 pu,
get the first subharmonic at 400 pu, the next at 266.7 pu, the next at 200
pu and so on. The same procedure is then applied for the spectral pitches
at 1000 pu and at 1200 pu. In this way, an array of “yardsticks” containing
dots representing the respective subharmonics is obtained. From this array,
virtual pitch is deduced as follows: a scanning mechanism simply counts the
number of dots that are contained in a narrow “pitch window”, which is
shifted like a cursor from left to right. At 200 pu in Fig. 5.13, four dots are
found in the window. A large number of coincident subharmonics indicates
a strong virtual pitch and therefore this spot is marked by a long arrow on
the virtual pitch scale. Near 100 pu and 400 pu two dots are found in the
window, therefore two small arrows are plotted at the corresponding loca-
tions. The largest number of coincidences of subharmonics occurs near 200
pu and the virtual pitch of the complex tone is calculated to be 200 pu as
indicated by the long arrow. However, near 100 pu and 400 pu, candidates for
the calculated virtual pitch also occur, but with less weight. This means that
the complex tone produces a virtual pitch corresponding to 200 pu with some
octave ambiguities (100 and 400 pu) in both directions. Such octave ambi-
guities are often found in experiments on virtual pitch. In our case, however,
a pure tone with a frequency a little below 200 Hz will be matched to the
pitch of the complex tone with the spectrum shown at the top of Fig. 5.13.
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To realize the complete model of virtual pitch, many further details have to
be assessed and the model is implemented on a computer. Such a model was
optimised for many published experimental results. Although the computer
model contains many refinements, its basic features can be inferred from the
procedure illustrated in Fig. 5.13.

5.5 Pitch of Noise

Noise with steep spectral slopes can elicit pitch sensations. The pitch cor-
responds closely to the cut-off frequency of the filter for both low-pass and
high-pass noise. This result is illustrated in Fig. 5.14 where the frequency of
a pure tone matched to the pitch of filtered noise is plotted as a function of
cut-off frequency. Circles illustrate pitch matches for low-pass noise, triangles
indicate pitch matches for high-pass noise. Very steep filters with a spectral
slope of at least 120 dB/octave were used in both cases. The dashed line
in Fig. 5.14 corresponds to equality of matching frequency and cut-off fre-
quency, indicating an almost perfect approximation. Data for low-pass noises
(circles) show small interquartile ranges, but larger interquartile ranges are
found for high-pass noises (triangles) especially at lower frequencies. Only at
cut-off frequencies above about 800 Hz, high-pass noise elicits a pitch that is
relatively faint, whereas low-pass noise produces a more distinct pitch at all
cut-off frequencies. This effect on pitch strength will be discussed in more
detail in Sect. 5.7.

Fig. 5.14. Pitch of low-pass and high-pass noise. Frequency of matching tone as
a function of cut-off frequency. Circles: Lowpass noise, triangles: high-pass noise.
Dashed line: equality of cut-off frequency and matching frequency; Track 19
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Fig. 5.15a–c. Pitch of band-pass noise. Difference between matching frequency
and centre frequency of the noise as a function of centre frequency. Dots indicate
individual pitch matches, solid lines represent the cut-off frequencies of the band-
pass noises with bandwidths 3 kHz (upper panel), 600Hz (middle panel) and 200 Hz
(lower panel)

From the data of low-pass and high-pass noise, it might be expected that
band-pass noise produces two pitches corresponding to the upper and lower
cut-offs. Results of corresponding experiments are shown in Fig. 5.15a where
the difference between the frequency of the matching tone and the centre fre-
quency of the band-pass noise is shown as a function of this centre frequency.
A constant bandwidth of 3 kHz was maintained throughout the experiment
so that the upper and lower cut-off frequency of the band-pass noise can be
indicated by the solid lines in Fig. 5.15a. As expected, most pitch matches
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correspond to the respective cut-off frequencies, i.e. fall near the solid lines.
However, at a centre frequency of 1700 Hz, most pitch matches occur at the
upper cut-off of 3200 Hz; no pitch is elicited at the lower cut-off frequency of
200 Hz, in line with the data obtained for high-pass noise which produces a
pitch sensation only for cut-off frequencies above about 400 Hz. Figure 5.15b
shows results for a 600-Hz bandwidth. For low centre frequencies of the band-
pass noise, the pitch sensations elicited again correspond to the spectral edges
(solid lines). However, at a centre frequency of 3 kHz, pitch matches no longer
occur at the spectral edges but are distributed throughout the pass band.
This tendency is more often seen with a bandwidth of 200 Hz, as displayed in
Fig. 5.15c. Only at the 300-Hz centre frequency do two pitches corresponding
to the spectral edges show up. With increasing centre frequency, however,
the pitches correspond more and more to the centre of the noise band.

Figure 5.16 shows results on the pitch of very narrow noise bands. The
difference between the frequency of the matching tone and the centre fre-
quency of the corresponding narrow-band noise is plotted as a function of
centre frequency. Bandwidths of 3.16, 10, 31.6, and 31.6 Hz were chosen at
centre frequencies of 150, 500, 1500, and 3000 Hz, respectively. The cut-off

Fig. 5.16. Pitch of narrow-band noise. Frequency difference between matching
tone and centre frequency as a function of the centre frequency. Dots: individual
pitch matches; thick bars: cut-off frequencies; dashed lines: just-noticeable frequency
variations for pure tones
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frequencies of these narrow-band noises are indicated in Fig. 5.16 by thick
bars. The dots again represent individual pitch matches of five subjects. The
dashed lines represent the just-noticeable frequency deviations for pure tones
as described in Sect. 7.2. In Fig. 5.16, almost all pitch matches (dots) lie
within the dashed lines. Therefore, within the accuracy of pitch matches
(dashed lines), narrow-band noises at different centre frequencies elicit only
one pitch sensation corresponding to their centre frequency.

Summarizing the results in a simplified form, it can be stated that band-
pass noise produces pitches that correspond to the frequencies of the spectral
edges. If the spectral edges are close together, the two edge pitches fuse to a
single pitch corresponding to the centre frequency of the narrow-band noise.

A noise with spectral peaks (rippled noise) can be produced by feeding
back delayed versions of a noise to the input. Figure 5.17a shows a schematic
diagram of the circuit used. In Fig. 5.17b, the spectral distribution of a noise
with strong peaks, called peaked ripple noise, is displayed. The frequency
f1 of the first spectral peak is determined by the delay time; the level dif-
ference, ∆L, between maxima and minima in the spectrum is governed by
the attenuation. For the spectrum displayed in Fig. 5.17b, a delay of 1 ms
and an attenuation of 0.4 dB was chosen. Such noises produce distinct pitch
sensations.

Figure 5.18 shows histograms of pitch matches for peaked ripple noises of
different frequencies f1 for the first peak. The percentage of the pitch matches
is given as a function of the frequency of the pure tone, matched in pitch to
the peaked ripple noise. For the production of the histograms, a window with
a bandwidth of 0.2 critical bands was shifted along the abscissa. The results

Fig. 5.17a, b. Schematic diagram of circuit (a) for the production of peaked ripple
noise (b); Track 20
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Fig. 5.18. Pitch of peaked ripple noise. Histograms of pitch matches as a function
of matching frequency. Different frequencies f1 of the first peak in the spectrum
indicated in the different panels

displayed suggest that the pitch of peaked ripple noise corresponds to the
frequency of the first peak in the spectrum. At low frequencies (f1 = 100Hz
or 173 Hz), some octave ambiguities show up. In addition, closer inspection
reveals that the main maximum in the histogram lies somewhat below the
frequency f1 of the first peak in the spectrum. This effect is comparable to
the pitch of complex tones as illustrated in Fig. 5.8. Both the pitch at low
frequencies and the octave ambiguities can be regarded as an indication that
the pitch of peaked ripple noise at low frequencies also represents a virtual
pitch, based on the spectral pitches produced by spectral peaks. Its pitch
strength is discussed in Sect. 5.7.

While the pitch of the noises described so far can be traced back to a
spectral feature, namely a distinct change in the spectrum, broad-band noises
with flat spectra can also produce pitch sensations. For example, amplitude-
modulated broad-band noise may elicit a faint pitch that corresponds to
the modulation frequency. Although the long term spectrum of amplitude-
modulated broad-band noise is independent of frequency, the short term spec-
trum contains some spectral information which may be correlated with the
pitch produced. While narrow-band noise and peaked ripple noise may elicit a
relative distinct pitch sensation, the pitch produced by amplitude-modulated
broad-band noise is very faint, i.e. its pitch strength is very low. This result
will be assessed in quantitative terms in Sect. 5.7.
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5.6 Acoustic After Image (Zwicker-tone)

An acoustic after effect was discovered in 1964 and later called the “Zwicker-
tone”. The phenomenon can be described as follows: if sounds with a spectral
gap are switched off, a faint tone lasting for several seconds can be heard.
Its pitch strength (see Sect. 5.7) corresponds to the pitch strength of a pure
tone of same pitch and sensation level. This result is at first astonishing, since
after a broad-band noise with a spectral gap is switched off, one might expect
a “negative acoustic afterimage” with a “noise quality” similar to a narrow-
band noise corresponding to the spectral gap. Contrary to this expectation,
however, the afterimage has a clear tonal quality as evidenced by its pitch
strength.

The results displayed in Fig. 5.19 illustrate how frequently the Zwicker-
tone phenomenon is found. Figure 5.19a and 5.19d show the spectral distrib-
utions of band-stop noises with spectral gaps at 1 and at 4 kHz. The distribu-
tions in Figs. 5.19b and 5.19e show the probability of hearing a Zwicker tone
as a function of the overall level of the noise. There is a clear maximum around
medium levels of about 43 dB (density level around 0 dB). At these medium
levels, more than 60% and more than 80% of the subjects can perceive a
Zwicker tone for gaps in band-stop noise centred at 1 and 4 kHz, respectively.
Figures 5.19c and 5.19f show probabilities of the durations of Zwicker tones
when a band-stop noise with 43 dB overall level and 10 seconds duration is
switched off. For both band-stop noises, the most likely duration is around
2 s, however durations longer than 6 s occur about 5% of the time. Zwicker
tones can be produced not only by band-stop noises but also by line spec-
tra transmitted through a band-stop filter, or by line spectra produced by a
computer omitting a certain number of adjacent lines. In all these cases, the
loudness of the Zwicker tones corresponds to that of a pure tone at about
10 dB SL.

The existence limits of the Zwicker tone are illustrated in Fig. 5.20. The
minimum width of the producer’s spectral gap depends both on the line
spacing and the critical-band rate of the spectral gap. For dense line spac-
ing of 1 Hz that resembles a Gaussian noise in good approximation, a gap,
one critical-band wide, is needed near 1 kHz (8.5 Bark), while at a centre
frequency of 4 kHz less than 0.5-Bark gap width is sufficient. The dashed
lines displayed in Fig. 5.20 .t the measured data well and correspond to the
following simple equations:

∆z/Bark = 24 Bark/z for 200- Hz line spacing , (5.8)
∆z/Bark = 12 Bark/z for 20-Hz line spacing , (5.9)

and
∆z/Bark = 8 Bark/z for 1- Hz line spacing , (5.10)

where ∆z is the minimal spectral gap width producing Zwicker tones.
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Fig. 5.19a–f. Zwicker tone. Upper panels: spectral distribution of band-stop noises
used to elicit Zwicker tones. Middle panels: probability of the occurence of Zwicker
tones as a function of the overall level of the band-stop noise. Lower panels: dis-
tribution of the duration of Zwicker tones elicited by band-stop noises with 43 dB
level and 10 s duration

These equations can be interpreted as follows: the minimum spectral gap
necessary to produce a Zwicker tone, when expressed in critical bands, cor-
responds to the ratio of a constant number and the critical-band rate of the
spectral gap’s centre. The magnitude of the constant number depends on the
line spacing. Starting from a line spacing of 1 Hz, the width of the spectral
gap expressed in critical bands increases by a factor of 1.5 for 20-Hz line
spacing and by a factor of 3 for 200-Hz line spacing, in order to delimit the
existence region of the Zwicker tone for narrow spectral gaps.

Figure 5.21 shows what happens to the pitch of the Zwicker tone if the
spectral gap is widened. The upper panel shows the results for line spectra
with 20-Hz line spacing, the lower panel for 200-Hz line spacing (the four
symbols belong to four subjects). All spectral gaps are centred at 2 kHz. The
comparison of the two upper rows in Fig. 5.21 reveals that with 20-Hz line
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Fig. 5.20. Existence limits of the Zwicker tone. Minimum width of the spectral
gap necessary to produce a Zwicker tone as a function of the gap’s critical-band
rate. Parameter: spacing of spectral lines

Fig. 5.21a, b. Pitch of the Zwicker tone for different width of the spectral gap.
Different symbols belong to results of each of the four subjects; Track 21
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spacing, a Zwicker tone is produced at the centre of the spectral gap, whereas
for 200-Hz line spacing, in accordance with the data given in Fig. 5.20, no
Zwicker tone is heard. Figure 5.21 shows that with increasing width of the
spectral gap, the pitch of the Zwicker tone shifts from the centre towards
values near the lower edge of the gap. The same tendency is found for a
centre frequency of 4 kHz.

The results displayed in Fig. 5.21 and those at other centre frequencies can
be more uniformly described if, instead of the frequency scale, the critical-
band rate scale is used. The critical-band rate of the pure tone matched in
pitch to the Zwicker tone can then be given in good approximation by the
simple equation

zT = zL + 1 Bark , (5.11)

where zL represents the critical-band rate of the lower edge of the spectral
gap and zT the critical-band rate of a pure tone matched in pitch to the
Zwicker tone. Hence, the pitch of the Zwicker tone elicited by line spectra
with spectral gaps of different width corresponds to a critical-band rate 1
Bark above the critical-band rate of the lower edge of the spectral gap.

Not only spectral gaps but also spectral enhancements can produce a
Zwicker-tone. Some results are illustrated in Fig. 5.22. When switching off
a broad-band line spectrum with 1 Hz line spacing and a spectrum level of
−2 dB (overall level 41 dB) plus a pure tone with a level of 50 to 80 dB, a
Zwicker-tone becomes audible with a pitch lower than the pure tone. The
data displayed in Fig. 5.22a indicate that the pitch of the Zwicker-tone is

Fig. 5.22a, b. Zwicker-tones elicited by spectral enhancements. Shaded areas:
Range of subjectively evaluated Zwicker-tones. Asterisks: Pitch of the Zwicker-
tones derived from masking patterns. Hatched areas: Illustration of broadband line
spectra. Circles: Illustration of pure tones added to the broadband line spectra.
(a) Spectrum level of broadband line spectrum fixed. (b) Level of pure tone fixed
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hardly influenced by the level of the pure tone producing the spectral en-
hancement.

If, on the other hand, the level of the pure tone is kept constant and the
level of the broad-band line spectrum increased, according to the data shown
in Fig. 5.22b the pitch of the Zwicker-tone clearly increases.

The correlations between the pitch of the Zwicker-tone and the related
masking pattern are illustrated in Fig. 5.23. The upper panels show data
for a spectral gap, the lower panels for a spectral enhancement. According
to results displayed in Fig. 5.23a the pitch of the Zwicker-tone increases
with the level of the broad-band sound with spectral gap. As illustrated
schematically in Fig. 5.23b with increasing level, the slope of the masking
pattern at the lower edge of the gap becomes flatter and hence the minimum
of the resulting masking pattern shifts to higher values of the critical band-
rate as does the pitch of the Zwicker-tone. Therefore, the pitch of the Zwicker-
tone corresponds to the minimum of the masking pattern or to the crossing
point of the masking pattern and the hearing threshold (dashed).

Fig. 5.23a–d. Pitch of the Zwicker-tone and masking patterns. (a) Spectral gap:
Dependence of the pitch of the Zwicker-tone on the level of the Zwicker-tone exciter.
Symbols: Subjective pitch matches; asterisks: Calculated values. (b) Spectral gap:
Masking patterns (solid), threshold of hearing (dashed). (c) Spectral enhancement:
Dependence of the pitch of the Zwicker-tone on the level LPT of a pure tone added
to a broadband line spectrum. Symbols: Subjective pitch matches; asterisks: Cal-
culated values. (d) Spectral enhancement: Masking patterns of pure tones (solid)
and broadband line spectrum (dotted). Dashed : Threshold of hearing. Shaded areas
and double arrows: Illustrations of spectral distributions
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Results in Fig. 5.23c show that for spectral enhancements the pitch of the
Zwicker-tone is not much affected by the level of a tone added to a broad-
band line spectrum. The schematic masking patterns illustrated in Fig. 5.23d
nicely predict this behavior if it is assumed that the pitch of the Zwicker-tone
corresponds to the crossing point of the lower slope of the added pure tone’s
masking pattern (solid) with the masking pattern of the broad-band line
spectrum (dotted).

5.7 Pitch Strength

Experiments on pitch sensation generally explore variations along a scale from
high to low, normally called pitch. Independent of the pitch, the sensation
can also be labelled as faint pitch or strong (distinct) pitch, leading to a scale
of pitch strength. For example, a pure tone of 1 kHz elicits a very distinct
strong pitch sensation, whereas a high-pass noise with a cut-off frequency of
1 kHz produces an indistinct or faint pitch. Despite these differences in pitch
strength, both sounds produce approximately the same pitch.

The pitch strength of sounds can be assessed quantitatively using a proce-
dure of magnitude estimation (see Sect. 1.3). Figure 5.24 shows the spectral
distributions for a large variety of sounds for which pitch strength was mea-
sured. For sound 10 only, an amplitude-modulated broad-band noise, the time
function is indicated instead of the spectrum. The sounds include a selection
of pure tones, complex tones, narrow-band noises, low-pass and high-pass
noises, combfiltered noises, AM tones, and AM noises. All sounds within a
column elicit approximately the same pitch but differ considerably in pitch
strength.

The relative pitch strength of the sounds 1–11 is displayed in Fig. 5.25.
Each of the three frequency regions is represented by a separate panel, and
in each panel pitch strength was normalized relative to the maximum value
in the panel. Figure 5.25 shows that relative pitch strength decreases with
increasing sound number in all three frequency regions. The largest pitch
strength is produced by a pure tone (sound 1). The pitch strength of complex
tones achieves on average at least half the pitch strength of a pure tone.
But the pitch strength elicited by different types of noises (sounds 7–11) is
generally a factor of 5 to 10 smaller than the pitch strength of a pure tone.
The only exception is narrow-band noise (sound 4): in this case, the pitch
strength is comparable to the pitch strength of complex tones. As described
in Sect. 5.5, high-pass noise with low cut-off frequencies produces no pitch
and on average, a pitch strength of 0 is obtained for sound 11.

To summarize, it can be stated that sounds with line spectra generally
elicit relatively large pitch strength, whereas sounds with continuous spectra
produce only small values of pitch strength. An exception to this rule is
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Fig. 5.24. Schematic representation of the sounds used for scaling pitch strength;
Track 22

sound 4, a narrow-band noise, which has a continuous spectral distribution
but elicits a relatively large pitch strength. This result is in line with the
data displayed in Fig. 5.16, which demonstrate that pitch matches between
narrow-band noise and a pure tone can be performed with the same accuracy
as pitch matches between two pure tones.
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Fig. 5.25a–c. Relative pitch strength of sounds 1–11 of Fig. 5.24. Three different
pitch ranges are given in the three panels
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Fig. 5.26. Relative pitch strength of pure tones at 1 kHz with 80 dB sound pressure
level as a function of test-tone duration

With increasing duration the pitch strength of pure tones increases. Re-
sults displayed in Fig. 5.26 suggest an almost linear increase of pitch strength
with the logarithm of the test-tone duration up to a duration of about 300 ms.

With increasing sound pressure level the pitch strength of pure tones
increases. Data displayed in Fig. 5.27 suggest an increase in relative pitch
strength by about 10% for each increase in level by 10 dB. Within a level
range of 20 to 80 dB pitch strength increases by a factor of about 2.5, whereas
the loudness increases by about a factor of 100. Therefore, despite the effect
that loudness decreases with tone duration, the decrease in relative pitch
strength shown in Fig. 5.26 cannot be explained on the basis of the reduced
loudness alone.

Fig. 5.27. Relative pitch strength of pure tones at 1 kHz with 500 ms duration as
a function of test-tone level
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Fig. 5.28. Relative pitch strength of pure tones at 80 dB sound pressure level with
500 ms duration as a function of test-tone frequency; Track 23

As a function of test-tone frequency, pitch strength of pure tones reaches
largest values at mid frequencies. Results displayed in Fig. 5.28 illustrate that
pitch strength of pure tones at low (125 Hz) and high (8 to 10 kHz) frequencies
is about a factor of 3 smaller than pitch strength of tones at mid frequencies
around 1.5 kHz.

The dependence of the pitch strength of noise bands at different center
frequencies fc on the bandwidth is illustrated in Fig. 5.29. All data were
normalized relative to the pitch strength of a pure tone with frequency fc.

Fig. 5.29. Relative pitch strength of noise bands with center frequency fc as a
function of their bandwidth. Sound pressure level 50 dB; Track 24
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With increasing bandwidth pitch strength of noise bands decreases. Irre-
spective of the center frequency at narrow (3.16 Hz) versus large (1000 Hz)
bandwidth, large versus small values of pitch strength are obtained. For in-
termediate bandwidth (100 Hz) however, a distinct influence of the center
frequency on the pitch strength of noise bands shows up. As soon as the
bandwidth of noise bands exceeds a critical band (see Chap. 6) only faint
pitches with a relative pitch strength of some 20% are perceived.

As described in Sect. 5.3, AM-tones can produce a virtual pitch which
roughly corresponds to their modulation frequency. The dependence of rel-
ative pitch strength of AM-tones on their carrier frequency is illustrated in
Fig. 5.30 for AM-tones with 50 dB sound pressure level and a modulation
frequency fmod of 125 Hz (left) or 1 kHz (right). All data are normalized to
the pitch strength of a pure tone at the modulation frequency indicated by
the left most symbols in each panel.

Fig. 5.30a, b. Relative pitch strength of the virtual pitch of AM-tones as a function
of their frequency. Sound pressure level 50 dB, modulation frequency 125 Hz (left
panel), and 1 kHz (right panel)

For a carrier frequency of 3 times the modulation frequency the relative
pitch strength for an AM-tone at 375 Hz with fmod = 125 Hz reaches some
77% whereas the corresponding value for fmod = 1 kHz at 3 kHz amounts to
only 41%. For low modulation frequency (125 Hz) negligible values of pitch
strength are obtained for a center frequency of 3 kHz which is 24 times as
large, whereas for fmod = 1 kHz pitch strength of AM-tones vanishes at 6 kHz,
a center frequency only 6 times larger than the modulation frequency.

This behavior nicely corroborates the existence region of virtual pitch
described in Sect. 5.3. This reasoning is illustrated by results displayed in
Fig. 5.31. The modulation frequency of the AM-tones representing their vir-
tual pitch is given as a function of the frequency of the lowest component,
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Fig. 5.31. Relative pitch strength of virtual pitch of AM-tones (circled numbers)
in comparison to the existence region of virtual pitch (curve)

i.e. the lower sideband of the AM-tone. Circled numbers indicate percentage
values of relative pitch strength. Starting from values between 80 and 90%,
with increasing frequency of AM-tones their pitch strength decreases and
approaches 0% just at the border of the existence region of virtual pitch.

Peaked ripple noise, the spectrum of which is displayed in Fig. 5.17, can
produce a pitch strength that is relatively large, like that of complex tones.
The relative pitch strength of peaked ripple noise is plotted in Fig. 5.32 as
a function of the depth of spectral modulation for three different frequencies
of the first spectral peak, f1. Up to a spectral modulation depth of about
10 dB, peaked ripple noise produces no pitch. Nevertheless, small spectral

Fig. 5.32a–c. Relative pitch strength of peaked ripple noise as a function of spec-
tral modulation depth. Frequency, f1, of the first peak in the spectrum is indicated
in the three panels
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modulations only a few dB deep can lead to the perception of sound coloura-
tion. For spectral modulation depths larger than 10 dB, the relative pitch
strength increases almost linearly with the logarithm of spectral modulation
depth at all pitch ranges considered.

Pitch strength of peaked ripple noise is almost independent of sound pres-
sure level. Within a level range of 30 to 70 dB, pitch strength decreases only
by about 10%.

Figure 5.33 shows the dependence of pitch strength of peaked ripple noise
on the frequency of its first spectral peak. The largest pitch strength is pro-
duced for peaked ripple noises with narrow peak spacing, i.e. low frequency
f1. With increasing peak spacing, the pitch becomes fainter and therefore
pitch strength decreases. This result is related to the fact that the number
of spectral peaks contained within the hearing area decreases with increasing
frequency f1.

When comparing the spectra of peaked ripple noise displayed in Fig. 5.17
and of comb-filtered noise displayed in Fig. 5.24 (sound 9), the two sounds
show a figure-ground relation: peaked ripple noise shows sharp spectral peaks
and broad spectral valleys, whereas comb-filtered noise shows broad spectral
peaks and narrow spectral valleys. Because the pitch strength of peaked ripple
noise is larger by a factor of more than 5 than that of comb-filtered noise, it
can be assumed that large pitch strength is produced by sounds containing
narrow bands with steep spectral slopes rather than by narrow gaps.

As shown in Fig. 5.25, low-pass noise (sound 8) with extremely steep
spectral slopes produces a pitch strength about 5 to 10 times smaller than
the pitch strength of a pure tone, indicating a dependence on the steepness of
the filter slope. Figure 5.34a, b shows relative pitch strength as a function of

Fig. 5.33. Relative pitch strength of peaked ripple noise as a function of the
frequency, f1, of the first spectral peak
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Fig. 5.34a, b. Relative pitch strength of low-pass noise as a function of the filter
slope. cut-off frequency 250Hz (left) and 1000 Hz (right)

Fig. 5.35a, b. Masking patterns of low-pass noises with different filter slope but a
constant loudness of 8 sone. cut-off frequency 250 Hz (left) and 1000 Hz (right)

the filter slope for cut-off frequencies of 250 Hz and 1 kHz. The pitch strength
was again normalized to the maximum value in each panel. As expected, pitch
strength increases with steeper filter slope. However, filters with extremely
steep spectral slopes (−144 dB/octave) are not required to reach the maximal
value; slopes of −48 dB/octave are sufficient. This result can be understood on
the basis of the masking patterns produced by low-pass noises with different
spectral slopes as displayed in Fig. 5.35. The level of the just-audible test tone
is given as a function of both frequency and critical-band rate. The results
indicate that the masking pattern definitely depends on the filter slope for
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Fig. 5.36a, b. Relative pitch strength of low-pass noise as a function of the slope
of the masking pattern. Cut-off frequency 250 Hz (left) and 1000 Hz (right)

both cut-off frequencies up to a filter slope of −36 dB/octave, whereas the
masking patterns are similar for steeper filter slopes. The difference of 10 dB
in test-tone level between the illustrations in the left and right panels is due
to the fact that a constant loudness of 8 sone was chosen for all low-pass
noises.

In Fig. 5.36, relative pitch strength of low-pass noise is plotted as a func-
tion of the slope of the respective masking pattern. A comparison of Figs.
5.34 and 5.36 reveals that the results on pitch strength can be more easily de-
scribed if, instead of the filter slope, the slope of the masking pattern is used
as the abscissa. In this case, pitch strength of low-pass noise increases almost
linearly with the slope of the corresponding masking pattern. The maximum
pitch strength of low-pass noise is reached with a slope of the masking pat-
tern of about 9 dB/Bark. It has to be kept in mind, however, that even the
largest relative pitch strength of low-pass noise (100%) amounts to not more
than 1/5 of the pitch strength produced by a pure tone.

Not only the pitch strength but also the pitch of low-pass noise per se
shows strong correlations to the respective masking patterns. When increas-
ing the level of low-pass noise from 50 to 80 dB SPL at 250 Hz cutoff fre-
quency, the frequency of a pure tone matched in pitch increases from 260 Hz
to 285 Hz. At 1000 Hz cutoff frequency of the low-pass noise the correspond-
ing shift is from 1022 Hz to 1073 Hz. Since with increasing level the upper
slope of the masking pattern for low-pass noise becomes flatter, the increase
in pitch of low-pass noise with level can be described when assuming that the
pitch corresponds to the 3 dB down point of the masking pattern.
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The pitch strength of pure tones can be reduced considerably by partial
masking sounds. As described in Sect. 5.1.2, with increasing level of the par-
tial masking sound, the magnitude of the pitch shift of pure tones increases.
However, at the same time the pitch strength of pure tones decreases. This
means that a large value of pitch shift is always correlated with a small pitch
strength of the shifted pure tone. In Fig. 5.37, some examples of the relative
pitch strength of partially masked pure tones are given. Panel (a) shows the
situation for a pure tone partially masked by another pure tone. In order
to avoid the detection of difference tones, a low-pass noise masker is added
(see inset). Panel (b) gives the results for pure tones partially masked by a
narrow-band noise centred at a lower frequency. Panel (c) illustrates a similar
condition except that the narrow-band masking noise lies above the partially
masked pure tone. Finally, panel (d) shows a pure tone partially masked by a
broad-band noise. For all four cases, the relative pitch strength is given as a

Fig. 5.37a–d. Pitch strength of partially masked pure tones. Relative pitch
strength as a function of the test-tone level above masked threshold. Partial mask-
ing by (a) pure tone at lower frequency, (b) narrow-band noise at lower frequency,
(c) narrow-band noise at higher frequency, and (d) broad-band noise (see insets)
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Fig. 5.38. Relative pitch strength of low-pass noise with modulated cutoff fre-
quency as a function of the modulation frequency. Cutoff frequency 1 kHz ±85 Hz,
spectrum level 40 dB; Track 25

function of the level of the test tone above masked threshold. Partially masked
test tones, which lie only 3 dB above masked threshold, frequently produce
very small pitch strength. For test tones 10 dB above masked threshold, the
pitch strength reaches almost half the value obtained with an unmasked pure
tone. At levels 20 dB above masked threshold, pitch strength is almost equal
to the pitch strength of an unaffected pure tone.

For pure tones partially masked by broad-band noise, data similar to those
displayed in Fig. 5.37d for 3300 Hz were also obtained at other frequencies
between 55 and 8000 Hz.

So far the pitch strength of different sounds separated by pauses has
been described. However, continuous variations in parameters of sounds may
clearly influence their pitch strength. For example, amplitude modulation of
pure tones with low modulation frequencies (4 Hz) can reduce their pitch
strength by some 10 to 20%. This decrease in pitch strength holds also true
for AM-tones partially masked by broadband noise.

On the other hand, the (small) pitch strength of low-pass noise can be
increased by frequency modulation of its cutoff frequency. Figure 5.38 shows
data for a low-pass noise with 1 kHz cutoff frequency and a density level
of 40 dB (overall level 70 dB) where the cutoff frequency was periodically
swept by ±85 Hz leading to a frequency deviation of 170 Hz. The speed of
the frequency modulation was varied. For an unmodulated low-pass noise a
relative pitch strength of 100 is obtained.

When sweeping the cutoff frequency, the relative pitch strength increases.
For a modulation frequency of 4 Hz, the pitch strength of the time-varying
low-pass noise is by about a factor of 1.4 larger than the pitch strength of a
steady-state low-pass noise.

The increase in pitch strength when modulating the cutoff frequency of
low-pass noise depends on the frequency deviation, i.e. the width of the cutoff-
frequency sweep. Figure 5.39 shows the dependence of relative pitch strength
on frequency deviation for a low-pass noise with 1 kHz cutoff frequency, 40 dB
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Fig. 5.39. Relative pitch strength of low-pass noise with modulated cutoff fre-
quency as a function of frequency deviation. Cutoff frequency 1 kHz, spectrum level
40 dB, modulation frequency 4 Hz

spectrum level, and 4 Hz modulation frequency. Again the unmodulated low-
pass noise produces the relative pitch strength 100.

Results displayed in Fig. 5.39 suggest that the pitch strength of low-pass
noise is hardly influenced by small (up to ±40 Hz) sweeps of the cutoff fre-
quency. On the other hand, for large frequency deviations with instantaneous
cutoff frequencies varying between 800 and 1200 Hz, pitch strength is by a
factor of 2.4 larger than the pitch strength of a stationary low-pass noise with
1 kHz cutoff frequency.

So far the pitch strength of sounds that are easily described in terms
of their spectrum has been assessed. In the following, the pitch strength of
amplitude-modulated broad-band noise, most easily described by its time
function, is discussed. Figure 5.40 shows the relative pitch strength of
rectangularly-gated broad-band noise as a function of the ratio of impulse-to-
gap duration. The left panel gives the results for a repetition rate of 100 Hz,
the right panel for a repetition rate of 400 Hz. The insets in the left panel in-
dicate the temporal envelopes of broad-band noises for impulse-to-gap ratios
of 0.1 and 10. In the first case, short impulses are separated by relatively long
temporal gaps, and in the second case the situation is reversed. Up to a ratio
of impulse duration and gap duration of 0.1, the maximum pitch strength
of amplitude-modulated broad-band noise appears. With increasing impulse
duration, and consequently decreasing gap duration, the pitch strength de-
creases. For a ratio larger than about 3, pitch strength drops to zero. In this
case, long broad-band noise bursts are followed by extremely short tempo-
ral gaps which are no longer resolved by the hearing system (see Sect. 4.4).
Hence, these gated broad-band noises sound like continuous broad-band noise
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Fig. 5.40a, b. Pitch strength of gated broad-band noise. Relative pitch strength
as a function of the ratio of impulse duration and gap duration. Repetition rate,
fp, is 100 Hz (left) and 400 Hz (right)

and produce no pitch. The maximum pitch strength (100%) of amplitude-
modulated broad-band noise is smaller by a factor of 5 to 10, than the pitch
strength of a pure tone. This result is in line with the data displayed in
Fig. 5.25 for sinusoidally amplitude-modulated broad-band noise (sound 10).

The pitch strength of rectangularly amplitude-modulated broad-band
noise can be expected to decrease with decreasing temporal modulation
depth, since for very small modulation depth, almost broad-band noise is
produced. This produces no pitch, and hence has no pitch strength. For a
ratio of burst-to-gap duration of 0.04, up to a temporal modulation depth of
5 dB (degree of modulation 28%), amplitude-modulated broad-band noises
elicit no pitch sensation. For larger temporal modulation depth, the pitch
strength of amplitude-modulated broad-band noise increases almost linearly.
About half of the maximally possible pitch strength is obtained for tem-
poral modulation depths around 20 dB (degree of modulation some 80%),
and maximally possible pitch strength is obtained for temporal modulation
depths larger than about 30 dB (degrees of modulation in excess of 95%).
However, it should be noted again that even with very short bursts of broad-
band noise and with large temporal modulation depth, amplitude-modulated
broad-band noise produces a pitch strength which reaches only about 15% of
the pitch strength produced by a pure tone.
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The concept of critical bands is introduced in this chapter, methods for de-
termining their characteristics are explained, and the scale of critical-band
rate is developed. The definitions of critical-band level and excitation level
are given and the three-dimensional excitation level versus critical-band rate
versus time pattern is illustrated.

The concept of critical bands was proposed by Fletcher. He assumed that
the part of a noise that is effective in masking a test tone is the part of its
spectrum lying near the tone. In order to gain not only relative values but
also absolute values, the following additional assumption was made: masking
is achieved when the power of the tone and the power of that part of the
noise spectrum lying near the tone and producing the masking effect are
the same; parts of the noise outside the spectrum near the test tone do not
contribute to masking. Characteristic frequency bands defined in this way
have a bandwidth that produces the same acoustic power in the tone and in
the noise spectrum within that band when the tone is just masked. Fletcher’s
assumptions may be used to estimate the width of characteristic bands, and
we shall see later on how these values compare with the critical bandwidths
determined by other measurements.

As outlined in Fig. 4.1, white noise produces masked thresholds that
are not independent of frequency, although white noise has a frequency-
independent density level. Such masked thresholds are only frequency in-
dependent up to about 500 Hz but increase for frequencies above 1 kHz with
a slope of about 10 dB per decade. The relatively pronounced frequency selec-
tivity of our hearing system has already been described in Sects. 4.1 and 4.2,
indicating that it can be assumed that our hearing system processes sounds
in relatively narrow frequency bands. If it is assumed that our hearing system
produces masked thresholds using a criterion that is frequency independent,
the frequency bands we are looking for have to be independent of frequency
below 500 Hz; in this range masked threshold is independent of frequency, and
so is the density of white noise. Therefore, the critical frequency band should
have a constant width. For higher frequencies, masked threshold increases by
10 dB per decade which means that the intensity within the frequency bands
in question increases in proportion to frequency. Therefore, the bandwidth of
the bands has to increase by a factor of 10 when frequency is increased by the
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same factor of 10. Assuming, as Fletcher did, that a tone is audible within
a noise when the acoustic power of the tone matches the acoustic power of
the noise, falling into the critical frequency band where the frequency of the
just-masked tone is centred, then the bandwidth in question can be estimated
as follows: for frequencies below 500 Hz, masked threshold is 17 dB higher
than the density level of the white noise that is masking the tone. Under the
assumption of equal acoustic power at threshold for noise and tone within
this band, we can calculate the bandwidth as being 1017/10, i.e. about 50
times larger than 1 Hz. This would lead to a bandwidth of 50 Hz at low
frequencies.

However, the assumption that the criterion used by our hearing system
to produce masked threshold is independent of the frequency of the tone
is incorrect. As will be discussed later, the power of the tone at masked
threshold is only about half to a quarter of that of the noise falling into
the band in question. Using this additional information, the width of the
bands in question, the critical bands, can be estimated quite closely. At low
frequencies, critical bands show a constant width of about 100 Hz, while at
frequencies above 500 Hz critical bands show a bandwidth which is about
20% of centre frequency, i.e., in this range critical bandwidth increases in
proportion to frequency.

In contrast with the estimation of the width of the critical band using the
assumption described above, there exist several direct methods for measuring
the critical band. These methods and the results obtained will be described
in the following sections.

6.1 Methods for the Determination
of the Critical Bandwidth

Threshold measurements are the basis of the first method for obtaining crit-
ical bandwidths. As with all other methods for direct measurement of the
critical band, either the bandwidth or a value directly correlated with band-
width has to be the variable. In this case, the threshold for a complex of
uniformly spaced tones as a function of the number of tones in the complex,
where each tone has the same amplitude, was used to estimate the critical
bandwidth near 1 kHz.

Figure 6.1 shows the threshold level (in terms of the level of each tone in
the complex) as a function of either the number of test tones or the frequency
difference between the lowest and the highest tone. The number of test tones
is also the parameter differentiated by the symbols in Fig. 6.1. The frequency
difference between the tones remains constant at 20 Hz. Using the tracking
procedure, threshold is measured for a pure tone at 920 Hz and occurs at
a sound pressure level of +3 dB. Another tone of the same level is added
at a frequency of 940 Hz (20 Hz higher) and the threshold of the two-tone
complex is again measured. It is found at a level of 0 dB for each tone of
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Fig. 6.1. Threshold in quiet as a function of the number of test tones (different
symbols) equally spaced at a frequency distance of 20 Hz. The level of the con-
stituent equal-amplitude test tones is given as a function of the number of test
tones or the frequency difference between lowest and highest test tone. Frequency
of test tones is also given on the upper scale. The arrow indicates the transition
point where the critical bandwidth is estimated

the complex. We proceed further in this fashion by adding two more tones
at 960 and 980 Hz and measure threshold again. The threshold lies at a level
of −3 dB for each tone. For eight tones, the threshold is found at −6 dB SPL
of each tone. This means that threshold expressed in level per tone decreases
with the increasing number of tones, as expected. However, beyond a certain
number of tones, no further decrease occurs, as Fig. 6.1 indicates for the sets
of 16 and 32 tones used. With a certain number of individual tones, in our
case about nine, the decrement in level produced by adding tones stops. The
transition point is marked in the figure by an arrow and is used as a measure
of the critical bandwidth.

It is interesting to note that in the range between one and eight tones in
the complex, the threshold level decreases 3 dB per doubling of the number
of tones. This means that, at threshold, the overall sound pressure level of
the complex remains constant regardless of the number of tones. This rule
holds only up to about nine tones. Beyond this number, threshold expressed
as level of each tone in the complex no longer decreases with increasing num-
ber of tones, i.e. overall sound pressure level increases. This means that the
threshold in quiet is determined in our hearing system by the sound intensity
of the total complex, as long as the components of this complex fall within a
certain bandwidth. Parts outside that bandwidth do not contribute to thresh-
old in quiet. This bandwidth can be calculated from the number of tones and
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the distance per tone, and leads in our case to about 160 Hz according to
(9 − 1) · 20 Hz = 160 Hz.

This experiment was started at threshold in quiet. It can be performed
in a meanigful way only in a frequency range in which threshold in quiet is
independent of frequency. This is rarely the case and arises only in the fre-
quency range between 500 Hz and 2 kHz. However, as described in Fig. 4.2,
uniform masking noise has the advantage of producing masked thresholds
independent of frequency. If it could be shown that the effect described in
Fig. 6.1 takes place not only at threshold in quiet but also at the threshold
produced by uniform masking noise, then it would be possible to measure
this effect over the whole frequency range of hearing. Results of measure-
ments comparable to those outlined in Fig. 6.1 for tones near 920 Hz and
for different levels of uniform masking noise are outlined in Fig. 6.2a. The
number of equally-spaced tones of equal amplitude is given in the upper

Fig. 6.2a, b. Two different plots of the results of Fig. 6.1. The left part has the
same ordinate as is used in Fig. 6.1, i.e. the level of the constituent test tones.
The number of tones and the frequency difference between lowest and highest test
tone are again on the abscissa. In addition to threshold in quiet, masking results
produced with uniform masking noise of a given density level are also indicated.
Critical bandwidth, ∆fG, separates the two regions within which the results follow
different rules. The right panel shows the same abscissa but the ordinate is now the
overall level of the test tones. This leads to a horizontal curve up to the critical
band. Beyond that, the results indicate rising functions. The data of both panels
were produced at a centre frequency of 1 kHz
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abscissa, the bandwidth resulting from the number of tones is shown as the
lower abscissa. The noise density level at low frequencies is given as the pa-
rameter with masked threshold. The results clearly show that the two rules
described above, i.e. the decreasing threshold expressed in level of a single
tone for small ∆f and the independence of threshold for larger ∆f ’s remain,
although the threshold in quiet is raised to the threshold masked by uniform
masking noise. In order to characterize the rule for a small number of tones,
i.e. smaller frequency separation ∆f , the data are plotted in Fig. 6.2b in a
different form. The abscissa is the same, but the ordinate is now the overall
sound pressure level of the complex of tones. It therefore becomes clear that
the overall sound pressure level remains constant at threshold in quiet (or at
masked threshold) for bandwidths smaller than the critical band. The overall
sound pressure increases for bandwidths above the critical bandwidth, indi-
cating that the components outside the critical band do not contribute either
to the threshold in quiet or to the masked threshold. The sound intensity
falling into one critical band is responsible for threshold in quiet as well as
for masking.

Using uniform masking noise, it is possible to produce meaningful data at
all frequencies so that the critical bandwidth can be measured as a function
of frequency. Further, instead of using a number of tones of equal amplitude,
noises can be used in the same way. In this case, uniform masking noise is used
as masker and the threshold of an additional noise is measured as a function
of the bandwidth of this additional noise. The results show the same effect:
the threshold of this noise masked by uniform masking noise is independent
of bandwidth for noise narrower than the critical bandwidth but increases –
just like the data outlined in Fig. 6.2b – for bandwidths larger than the
critical band.

Masking in frequency gaps is the second method used in determining
critical bandwidth. A relatively simple combination of masker and test sound
involves the use of two tones of equal level as masker, and a narrow-band
noise as the test sound. The threshold of the test sound masked by the two
tones is measured as a function of the frequency separation between the
two masker tones with the narrow-band noise centred between them. The
bandwidth of the test sound has to be small in relation to the expected
critical bandwidth. The inset in Fig. 6.3 shows the frequency composition,
and Fig. 6.3 shows the data that are produced by two 50-dB tone maskers
and a narrow-band noise centered at 2 kHz. The threshold of the narrow-
band noise masked by the two tones is plotted as a function of the frequency
separation between the two tones. For narrow frequency separations, ∆f , the
masked threshold remains independent of ∆f . Beyond a certain ∆f , called
the critical bandwidth, threshold decreases. The crossing point between the
horizontal part and the decaying part is taken as the critical bandwidth.
The location of the critical transition point in this experiment appears to
be invariant with level, at least for a masker level up to about 50 dB. At
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Fig. 6.3. The threshold of a narrow-band noise centred between two masking tones
of equal level (indicated in the inset) as a function of the frequency separation of
the two tones

higher levels, the masking audiogram shows a basic asymmetry that influences
the effect we are looking for. Often, the knee point is still indicated even
though the decaying part is distorted by effects that are related to the ear’s
own nonlinearity. Measurements at medium and small levels can easily be
produced for different centre frequencies so that critical bandwidth can be
measured as a function of frequency using this method.

A similar method with interchanged stimuli is indicated in the inset of
Fig. 6.4. In this procedure two bands of noise, a lower one with an upper cut-
off frequency and an upper one with a lower cut-off frequency, are presented
together as the masker. The difference between the upper and the lower cut-
off frequency of the two noises, ∆f , varies and the threshold of a tone centred
geometrically within the gap is measured as a function of ∆f . Results of such
measurements are outlined in Fig. 6.4 for a centre frequency of 2 kHz and a
level of 50 dB for each of the 200 Hz wide flanking noises. Masked threshold,

Fig. 6.4. Threshold of a test tone masked by two band-pass noises (indicated in
the inset) as a function of the frequency difference between the cut-off frequencies
of the noises
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in this case that of the tone, remains constant for small ∆f but decreases for
∆f larger than a critical value. This critical value, the critical bandwidth,
can be obtained from Fig. 6.3 as well as from Fig. 6.4 and is 300 Hz for a
centre frequency of 2 kHz.

The third method for determining critical bandwidth is based on the de-
tectability of phase changes. Three-component complexes can be changed
from representing amplitude-modulated tones to quasi-frequency modulated
tones by changing one component by 180◦. When the amplitude of a tone
is modulated sinusoidally, the result is the original tone (the carrier) and
a sideband equally spaced in frequency to either side. The spacing between
carrier and sidebands corresponds to the rate of modulation (modulation fre-
quency). When the frequency of a tone is modulated sinusoidally, the same
thing happens. For a small modulation index, i.e. the ratio between the fre-
quency deviation and the modulation frequency, a carrier and two sidebands
are again produced. Significant sidebands beyond the first pair are produced
only for modulation indices larger than 0.3. The difference between AM and
FM with modulation indices less than 0.3 is due to phase: relative to the
phases of the components produced by AM, one of the sidebands is 180◦

out of phase with FM. In other words, in first approximation, AM becomes
FM if the phase of one of the sidebands is reversed. The overall bandwidth
of the three components for AM or FM is given by twice the frequency of
modulation. Sensitivity for the just-detectable amount of modulation can be
measured either as the degree of AM or as the modulation index of FM. If dif-
ferences occur, the difference must be related to the sensitivity of our hearing
system for phase changes (in this case reversing of phase of one component of
the complex). The results of such measurements, indicated in Fig. 6.5, show
that the just-detectable degree of modulation (AM) is smaller than the just-
detectable modulation index (FM) at low frequencies of modulation. In other
words, in order to be heard as a modulation, the amplitude of the sidebands
must be greater in FM than in AM. As the rate of modulation increases,
however, and the sidebands are spread further apart, a point is reached be-
yond which the just-detectable modulation is the same for both FM and AM.
At and beyond this point, the phase of the side bands no longer makes any
difference to our hearing capabilities.

The data given in Fig. 6.5 were obtained at an 80-dB level of the carrier
and a centre frequency of 1 kHz. The results and the distinguishing point of
the two ranges become even clearer if the logarithmic ratio of the modulation
index and the degree of modulation is plotted. This is done in Fig. 6.6 where
this ratio is plotted as a function of 2fmod, the overall spacing of the three
components. The spacing ∆f = 2fmod at which the decreasing part reaches
0 dB is a measure for the critical bandwidth, 150 Hz for the 1-kHz case
plotted in Fig. 6.6. Again, these measurements can be carried out for various
carrier frequencies and lead to a determination of the critical bandwidth as
a function of centre frequency, in this case the carrier frequency.
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Fig. 6.5. The medians and interquartile ranges for just-noticeable degree of am-
plitude modulation (AM) and just-noticeable index of frequency modulation (FM)
of a 1-kHz tone at 80 dB SPL, as a function of modulation frequency. Note that
the thresholds for the two kinds of modulation coincide at modulation frequencies
above 64 Hz

Fig. 6.6. Replot of the data given in Fig. 6.5 on an ordinate scale showing the
logarithm of the ratio between the just-noticeable frequency modulation and the
just-noticeable amplitude modulation (medians and interquartile ranges are given).
This way, two almost straight lines approximate the results and indicate, at the
crossing point, the critical modulation frequency (CMF), which is equal to half
the critical bandwidth. Because of this, twice the modulation frequency is used
on the abscissa
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Fig. 6.7. Loudness of band-pass noise centred at 2 kHz with an overall SPL of
47 dB as a function of its bandwidth

A fourth method for determining the critical bandwidth is that of loud-
ness measurement as a function of bandwidth for constant sound pressure
level. Although loudness measurements will be discussed in much more de-
tail in Chap. 8, a typical result is given here. In Fig. 6.7, the subjectively
measured loudness of a noise is plotted as a function of its bandwidth, with
the overall sound pressure level of the noise kept constant. The result shows
that loudness is constant as long as the bandwidth of the band-pass noise
is smaller than a critical value, in this case 300 Hz at a centre frequency of
2 kHz, which corresponds to the critical bandwidth at that frequency. Beyond
that bandwidth, loudness increases by up to a factor of three for very large
bandwidths. At that point, the loudness of a broad-band noise is reached.
The important condition for these measurements is the fact that the overall
sound pressure level remains constant, i.e., the density of the sound inten-
sity has to be reduced as the bandwidth of the noise is increased. In this
case the critical bandwidth is determined directly by measuring loudness as
a function of bandwidth and searching for the knee point that devides the
two ranges. Many measurements, some with tone and some with noises and
all as a function of the overall spacing, have been performed for various centre
frequencies so that the critical bandwidth could be estimated as a function
of centre frequency.

A fifth method stems from binaural hearing. The localization of short
impulses is used as an indication of the development of critical bands. Just-
noticeable delay between the envelope of two tone bursts, somewhat different
in frequency and each presented to one ear, is measured as a function of the
frequency separation of the tone bursts. The hearing system is quite sensi-
tive to envelope delay as long as the two tone bursts are of high frequency
and of the same or of nearly the same frequency. The sensitivity decreases
drastically as soon as the frequency difference between the two tone bursts
becomes larger than the critical bandwidth. The results obtained in this way
lead to critical frequency distances that are very close to those measured with
the four methods mentioned above, at least where they can be measured.
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Since all the methods, except that using Fletcher’s assumption, lead to
similar values of the critical bandwidth, it seems reasonable to accept the
latter estimates and conclude that the equal power assumption is wrong. It
will be shown in Chap. 7 that threshold is reached when the signal power is
one half (at low frequencies) to one quarter (at higher frequencies) that of
the masker. Introducing these ratios, masking of a tone by noise (Fletcher’s
method) leads to the same critical bandwidth as found using the five methods
described.

6.2 Critical-Band Rate Scale

Data from many subjects have been collected to produce a reasonable esti-
mation of the width of the critical band. The discussion of this width at low
frequencies confirmed that the frequency response of the transducer must be
considered to produce meaningful data for critical-band estimation. Below
200 Hz, it seems that the method using the detectability of phase effects
when switching from FM to AM is the most reliable one. Although the low-
est critical bandwidth in the audible frequency region may be very close to
80 Hz, it is attractive to add the inaudible range from 0 Hz to 20 Hz to that
critical band, and to assume that the lowest critical band ranges from 0 Hz
to 100 Hz. Using this approximation, Fig. 6.8 shows the average of our data
using five methods, more than 50 subjects, and levels between threshold in
quiet and about 90 dB. Although there is a small tendency for the critical
band to increase somewhat for levels above about 70 dB, the curve given in
Fig. 6.8 represents a good approximation for critical bandwidth as a function
of frequency. The critical bandwidth remains near 100 Hz up to a frequency
of about 500 Hz. Above that frequency, the critical bandwidth increases a
little slower than in proportion to frequency and for frequencies above about
3 kHz a little faster. It is useful to assume constant bandwidth of 100 Hz up
to a centre frequency of 500 Hz, and a relative bandwidth of 20% for centre
frequencies above 500 Hz. More exact values are given in Table 6.1, which
gives the lower and upper limit of the critical bands if they are accumulated
in such a way that the upper cut-off frequency of the lower critical band is
identical to the lower cut-off frequency of the next higher critical band.

The critical-band concept is important for describing hearing sensations.
It is used in so many models and hypotheses that a unit was defined lead-
ing to the so-called critical-band rate scale. This scale is based on the fact
that our hearing system analyses a broad spectrum into parts that corre-
spond to critical bands. Adding one critical band to the next in such a way
that the upper limit of the lower critical band corresponds to the lower limit
of the next higher critical band, leads to the scale of critical-band rate. If
the critical bands are added up this way, then a certain frequency corre-
sponds to each crossing point (see Table 6.1). The procedure is illustrated
in Fig. 6.9. The first critical band spans the range from 0 to 100 Hz, the
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Fig. 6.8. Critical bandwidth as a function of frequency. Approximations for low
and high frequency ranges are indicated by broken lines

second from 100 to 200 Hz, the third from 200 to 300 Hz and so on up to
500 Hz where, of course, the frequency range of each critical band increases.
Plotting the ordinal number of each critical band lined up as a function of
frequency produces a series of dots plotted in Fig. 6.9. It can be seen that
the audible frequency range to 16 kHz can be subdivided into 24 abutting
critical bands. The series of dots does not mean that critical bands exist only
between two neighbouring dots; rather, they should be thought of as able to
be shifted continuously along a scale produced by a curve through the dots.
The scale produced in this way is called critical-band rate. It grows from 0
to 24 and has the unit “Bark” (in memory of Barkhausen, a scientist who
introduced the “phon”, a value describing loudness level for which the criti-
cal band plays an important role). The relation between critical-band rate, z,
and frequency, f , is important for understanding many characteristics of the
human ear.

The critical-band rate is closely related to several other scales that
describe characteristics of the hearing system. For example, both the just-
noticeable increment in frequency and the threshold for frequency modulation
are closely related to critical bandwidth. Although this relation is discussed
later in Chap. 7, the frequency dependence of just-noticeable frequency varia-
tions may be compared with that of critical bandwidth. Furthermore, critical
bandwidth seems to bear a relation to the function relating frequency to
ratio pitch, and to the function relating frequency to the position of maxi-
mal stimulation on the basilar membrane. For comparing critical bandwidth,
just-noticeable variations in frequency and the position of maximal stimula-
tion on the basilar membrane, it is convenient to advance in constant step
sizes (0.2 mm) along the basilar membrane, and to plot the increment in fre-
quency, ∆f , as a function of frequency corresponding to each point. Near the
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Table 6.1. Critical-band rate z, lower (fl) and upper (fu) frequency limit of critical
bandwidths, ∆fG, centred at fc

z fl, fu fc z ∆fG z fl, fu fc z ∆fG

Bark Hz Hz Bark Hz Bark Hz Hz Bark Hz

0 0 12 1720
50 0.5 100 1850 12.5 280

1 100 13 2000
150 1.5 100 2150 13.5 320

2 200 14 2320
250 2.5 100 2500 14.5 380

3 300 15 2700
350 3.5 100 2900 15.5 450

4 400 16 3150
450 4.5 110 3400 16.5 550

5 510 17 3700
570 5.5 120 4000 17.5 700

6 630 18 4400
700 6.5 140 4800 18.5 900

7 770 19 5300
840 7.5 150 5800 19.5 1100

8 920 20 6400
1000 8.5 160 7000 20.5 1300

9 1080 21 7700
1170 9.5 190 8500 21.5 1800

10 1270 22 9500
1370 10.5 210 10500 22.5 2500

11 1480 23 12000
1600 11.5 240 13500 23.5 3500

12 1720 24 15500
1850 12.5 280

helicotrema, i.e. at low frequencies, the step of 0.2 mm leads to a frequency
increment of about 15 to 20 Hz. At high frequencies near the oval window,
however, a step size of 0.2 mm produces a frequency increment, ∆f , of about
500 Hz.

The relationship produced in this way is shown in Fig. 6.10 as a dashed
line which indicates the frequency increment, ∆f , as a function of frequency
for a step size of 0.2 mm along the basilar membrane. The other two curves
shown as solid lines in Fig. 6.10 represent the critical bandwidth, ∆fG, and
the difference limen, 2∆f , for frequency modulation, both as a function of
frequency. The shape of all three curves is very similar, and one can be repro-
duced from the other by a parallel shift upwards or downwards. Because the
abscissa and ordinate are given in logarithmic scales, such a parallel shift cor-
responds to multiplication by a certain factor. These factors are indicated by
double arrows in the figure, and the just-noticeable modulation in frequency,
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Fig. 6.9. The numeral associated with the sequence of adjacent critical bands, a
value that is equal to the critical-band rate, is plotted as a function of frequency.
Both coordinates are linear

Fig. 6.10. Critical bandwidth, ∆fG, and just-noticeable frequency variation, 2∆f ,
are given as solid lines as a function of frequency. The broken line indicates the
frequency variation necessary to shift the maximum of displacement on the basilar
membrane 0.2 mm. The double arrows indicate the factor by which the curves are
displaced from each other



162 6 Critical Bands and Excitation

2∆f , is about 25 times smaller than the critical band. The frequency shift,
∆f , which corresponds to a change of 0.2 mm of the place of maximal stim-
ulation along the basilar membrane, is about 4 times larger than 2∆f but a
factor of 6.3 times smaller than the width of the critical band. This means
that a frequency shift of a sinusoidal tone by 2∆f produces a shift of constant
distance along the basilar membrane of about 0.05 mm. The shift is indepen-
dent of the frequency of the tone and constant along the basilar membrane
(the small difference between frequency and frequency pitch as described in
Sect. 5.1.2 is ignored in this discussion because it amounts only to a small
percentage). The width of the critical band corresponds to a distance along
the basilar membrane of about 1.3 mm. Assuming that the abutting haircells
have a distance of about 9 µm along the whole length of the 32 mm basilar
membrane, the total number of 3600 haircells in one row from helicotrema
to oval window is achieved. Taking into account the discussion in Chap. 5,
the fact that both the summation of critical bandwidths and the summation
of just-noticeable steps measured by frequency modulation produce the same
function as that relating the pitch of pure tones to their frequency, leads to
the interesting relationship indicated in Table 6.2.

Table 6.2. Relationship between distance of critical-band rate (left column), dis-
tance along basilar membrane (second column), number of abutting just-audible
pitch steps (third column), difference in ratio pitch (fourth column) and equivalent
number of abutting haircells

24 Bark =̂ 32 mm =̂ 640 steps =̂ 2400 mel =̂ 3600 haircells
1 Bark =̂ 1.3 mm =̂ 27 steps =̂ 100 mel = 150 haircells

0.7 Bark =̂ 1 mm =̂ 20 steps =̂ 75 mel =̂ 110 haircells
0.04 Bark =̂ 50 µm =̂ 1 step =̂ 3.8 mel =̂ 5.6 haircells

0.01 Bark =̂ 13 µm =̂ 0.26 steps =̂ 1 mel =̂ 1.5 haircells
0.007 Bark =̂ 9 µm =̂ 0.18 steps =̂ 0.7 mel =̂ 1 haircell

These relations can also be drawn on scales. Six of them are shown in
Fig. 6.11. The upper part shows the inner ear and basilar membrane (hatched)
unwound so that its total length is visible. It starts at the helicotrema, where
low frequencies are located, and becomes smaller until it reaches the oval
window, where high frequencies are located. The total length of the basilar
membrane is 32 mm, indicated in the second linear scale. The third scale
gives the number of just-noticeable steps measured by frequency modulation
that can be achieved in proceeding from helicotrema to the oval window.
All together, 640 steps based on just-noticeable frequency modulation can
be added one after the other. The ratio pitch of tones is given on the fourth
scale. It grows from 0 to 2400 mel on a linear scale. The critical-band rate
plotted from 0 to 24 Bark is on the fifth scale, again plotted linearly. The final
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Fig. 6.11. Scales of pitch-related sensations transformed to the length of the un-
wound cochlea. Note that the scales of length, number of steps, ratio pitch and
critical-band rate are linear scales but that the frequency scale is not

and bottom scale is that of the frequency. It has a nonlinear subdivision; up
to about 500 Hz the scale is almost linear, but for frequencies above 500 Hz,
the scale is almost logarithmically subdivided.

From the scales plotted in Fig. 6.11 an important fact becomes clear:
the frequency scale, a physical scale, is not very useful in describing effects
produced in the inner ear; over the whole length of the basilar membrane
neither a linear nor a logarithmic scale will serve. In contrast to frequency,
all other values, such as the number of frequency steps, the ratio pitch of
tones and the critical-band rate, can be plotted on linear scales along the
basilar membrane. Therefore, it seems reasonable to use a frequency to place
transformation as early as possible when discussing characteristics of the
hearing system, or when elaborating models to describe these characteristics.
Either the critical-band rate scale or the ratio-pitch scale are much more
useful than the frequency scale. In many cases, an early transformation of
frequency into critical-band rate is sufficient to describe the effects taking
place along the basilar membrane in a simple and unique way.

The relationship between frequency on one hand, and length of the basilar
membrane or critical-band rate or ratio pitch of tones on the other is impor-
tant. This relationship is outlined in Fig. 6.12 using different frequency scales,
one divided linearly and the other logarithmically. Sometimes approximations
may be useful, especially if only the low frequency or the high frequency
ranges are considered. These approximations, shown as broken straight lines
in the figures, are also given numerically. On the left of Fig. 6.12, the uncoiled
inner ear, including the basilar membrane from helicotrema to oval window,
is shown. The dotted line drawn along the centre of the basilar membrane
may be assumed to be the row of the inner haircells. Part (b) shows frequency
on linear abscissa scale, and critical-band rate as the ordinate, also on linear
scale. Ratio pitch is given as the ordinate on the right. Because critical band-
width at low frequencies is 100 Hz, and because frequency and ratio pitch
are linearly correlated at low frequencies with the factor of proportionality
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Fig. 6.12a–b. The scale of the unwound cochlea (a), on the ordinate the critical-
band rate, and the ratio pitch on linear scale are shown as the function of the
frequency on linear scale (b) and on logarithmic scale (c). Useful approximations
are indicated by the broken lines and their equations

being unity, the approximation given in part (b) for low frequencies becomes
evident: 1 Bark is equal to 100 mel. It may again be mentioned that the pitch
shifts discussed in Chap. 5, which remain mostly in the range of a few percent,
have been ignored. The approximation of direct proportionality shown as the
broken line in part (b) indicates the range within which the ratio pitch in
mel is equal to the frequency in Hz. This is the range that governs harmony
in music. The critical-band rate in Bark is proportional too, but 100 times
smaller than frequency (Hz) in this range. An increment of the critical-band
rate of 1 Bark corresponds to a change in ratio pitch of 100 mel.

A logarithmic frequency scale is used in part (c) as the abscissa. The
straight broken line indicates that a logarithmic relation between critical-
band rate and frequency is a very useful approximation for frequencies above
500 Hz. This approximation leads to the relation between increments in Bark
(or increments of 100 mel) to a relative frequency change of about 20%.

In many cases an analytic expression is useful to describe the dependence
of critical-band rate (and of critical bandwidth) on frequency over the whole
auditory frequency range. The following two expressions have proven useful:

z/Bark = 13 arctan (0.76f/kHz) + 3.5 arctan (f/7.5 kHz)2, (6.1)

and
∆fG/Hz = 25 + 75[1 + 1.4(f/kHz)2]0.69. (6.2)



6.3 Critical-Band Level and Excitation Level 165

6.3 Critical-Band Level and Excitation Level

The frequency selectivity of our hearing system can be approximated by sub-
dividing the intensity of the sound into parts that fall into critical bands.
Such an approximation leads to the notion of critical-band intensities. If in-
stead of an infinitely steep slope of the hypothetical critical-band filters, the
actual slope produced in our hearing system is considered, then such a proce-
dure leads to an intermediate value called excitation. Mostly, these values are
not used as linear values but as logarithmic values similar to sound pressure
level. The critical-band level and the excitation level are the corresponding
values that play an important role in many models as intermediate values.
The critical-band intensity, IG, can be calculated by the follwing equation
that takes into account the frequency dependence of critical bandwidth:

IG(f) =
∫ f+0.5∆fG(f)

f−0.5∆fG(f)

dI

df
df. (6.3)

We have already seen that the critical-band rate is useful in describing the
characteristics of our hearing system. Because critical-band rate, z, is a defi-
nite function of frequency, (6.3) can also be expressed in critical-band rates:

IG(z) =
∫ z+0.5 Bark

z−0.5 Bark

dI

dz
dz. (6.4)

In logarithmic expressions, and using I0 = 10−12 W/m2 as reference value,
the critical-band level, LG, is defined as

LG = 10 · log
IG

I0
dB. (6.5)

Critical-band intensity can be seen as that part of the overall unweighted
sound intensity that falls within a frequency window that has the width
of a critical band. The transformation of frequency into critical-band rate
transfers the frequency-dependent window width into a window width of
1 Bark, independent of critical-band rate. This window of 1-Bark width can
be continuously shifted along the critical-band scale. Consequently, a critical-
band wide narrow-band noise produces a critical-band intensity which is a
function of critical-band rate, and which shows the form of a triangle with a
base width of 2 Bark. A sinusoidal tone, however, produces a function with
a rectangular shape and the width of 1 Bark.

The intermediate values such as excitation or excitation level, however,
represent a much better approximation to the frequency selectivity of our
hearing system. The upper and lower slopes of thresholds for sinusoidal tones
masked by narrow-band noises are used to construct the excitation level ver-
sus critical-band rate pattern. The so-called main excitation corresponds in
this transformation to the maximum value of the critical-band level. The
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slope excitation corresponds to the subjectively measured slopes of masked
thresholds. In most cases, the excitation level defined as LE and given by the
equation,

LE = 10 log
(

E

E0

)

dB , (6.6)

is used.
The excitation level can be constructed most simply from the critical-

band level as a function of critical-band rate, by calculating first the critical-
band level in the range of the main excitation. There, the excitation level
is identical to the critical-band level. In cases of an abrupt change of the
intensity density as a function of the critical-band rate, as for low-pass noise
or sinusoidal tones, the maximum value of the critical-band level corresponds
to the excitation level. Starting from this point or from the centre of this
range, the slopes of the excitation level are added. These slopes are defined
by shifting the slopes obtained for masked threshold level upwards in such
a way that the slopes of the excitation levels fit the main excitation levels
already available. This means that masked thresholds are shifted upwards by
the value of the masking index, which is the difference between the critical-
band level and the masked threshold in the region of the main excitation.

Threshold in quiet is also interpreted as a masked threshold produced
by internal noise. This internal noise is frequency independent at medium
and high frequencies, but increases strongly towards low frequencies and is
responsible for the rise in threshold in quiet at low frequencies. Heart beats
and spontaneous activity of muscles are typical noise sources which produce
an acoustical stimulation of our hearing system especially at very low fre-
quencies. The effect of these noises can be increased by closing the outer ear
canal. In this case, the sound pressure level can be measured using a probe
microphone and appears larger in relation to the values measured with an
open ear canal.

When searching for better approximations of the internal activity pro-
duced by external stimuli in our hearing system, the frequency response of
the transmission factor relating intensity measured in the free field to that
being active internally has to be taken into account. The form of our head,
the size of the outer ear, the length of the ear canal, and the transfer char-
acteristics of the middle ear are the reasons for the frequency dependence of
this transformation factor. It is normally introduced as a logarithmic value
by the corresponding attenuation a0. In the case of exact calculations of the
excitation level based on the critical-band rate level, this transformation at-
tenuation a0 has to be taken into account. A typical example is the calculation
of loudness for which a0 plays an important role.

For didactical reasons a0 is often neglected, as for example in Fig. 6.13,
where the construction of the excitation level is outlined for three different
types of sounds. The left side of the figure introduces all the details of the
construction of the excitation level for a narrow-band noise centred at 2 kHz
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Fig. 6.13. Development of the excitation level versus critical-band rate patterns
from intensity versus frequency patterns. The first step transforms frequency in
critical-band rate as the abscissa (2nd panel). From this, the critical-band intensities
are calculated (3rd panel) and transformed into logarithmic values (4th panel). Fi-
nally, using the shape of masked thresholds the excitation patterns are constructed
(5th panel). The examples indicated apply to white noise (solid line) and narrow-
band noise (hatched area) on the left, and to an 11-tone complex in the right part
(see text for details)

(hatched) and for white noise. On the right side, the construction is outlined
for 11 harmonics with a fundamental frequency of 500 Hz. The upper draw-
ing on each side represents the intensity density, dI/df , or the intensity, I,
as a function of frequency. The next drawing indicates the transformation of
frequency, f , into critical-band rate, z. This is only a change in the scaling
of the abscissa from linear frequency into linear critical-band rate. The third
drawing shows the critical-band intensity related to the reference value I0

as a function of the critical-band rate. White noise shows a rise of IG/I0

above 5 Bark because critical bandwidth increases above 500 Hz (5 Bark).
Narrow-band noise, one critical band wide, is indicated in this drawing by a
triangular shape with a base of 2 Bark. This is so because a window of 1-Bark
width starts to collect intensity if moved from low to high z-values when its
centre is 0.5 Bark left of the limit of the critical-band wide noise. The peak
of the triangularly shaped area corresponds to the total intensity, which is
also reached by the white noise at exactly this value. This coincidence indi-
cates that the width of the narrow-band noise is exactly one critical band
wide. The tones, evenly separated along the frequency scale, are transferred
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to increasingly narrowly separated tones along the critical-band rate. The
third drawing shows rectangles indicating the critical-band intensity. These
rectangles are separated from each other in cases where the partial tones
have a distance of more than 1 Bark. For smaller distances, as in higher fre-
quency regions, additional rectangles higher by a factor of two are produced.
The transformation from relative critical-band intensity to critical-band level
(step four) is only a transformation into logarithmic values. The triangularly-
shaped area is transformed in this way into an area corresponding to the form
of a gothic window. The double height of the rectangles for sinusoidal tones
at high frequencies corresponds to an enlargement of 3 dB. The lowest draw-
ings represent the excitation level as a function of critical-band rate we have
been searching for.

In the case of main excitations, (at critical-band rates corresponding to
the centre frequency of the critical-band wide noise or to the frequency of the
tones) critical-band level and excitation level are identical. Because broad-
band noise, like white noise produces only main excitations, the excitation
level and critical-band level of white noise are indistinguishable. For critical-
band wide band-pass noise, however, only one single value, the maximum
value, is identical. Starting from this point, the slope of masked threshold
towards lower frequencies and the slope towards higher frequencies have to
be added in moving from critical-band level to excitation level. The form of
these slopes outlined as a function of critical-band rate with centre frequency
as the parameter in Fig. 6.14 and with critical-band level as the parameter
in Fig. 6.15, will be discussed later. The bottom drawing in Fig. 6.13 (right
side) for sinusoidal tones clearly illustrates the difference between critical-
band level and excitation level. Main excitations are only existent in the
centre of the top of the rectangles. The lowest harmonic is clearly separated
from the others. There, the construction of the excitation level by adding the
slope excitation corresponding to masking slopes to the critical-band levels at

Fig. 6.14. Excitation level versus critical-band rate pattern for narrow-band noises
of given centre frequency and a sound pressure level of 60 dB. Note that a0 is
ignored. The broken line indicates the threshold in quiet
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Fig. 6.15. Excitation level versus critical-band rate pattern for a critical-band wide
noise with a centre frequency of 1 kHz and the critical-band levels as indicated. a0

is ignored. The broken line indicates threshold in quiet

the centre, becomes obvious. Performing the same operations with the other
partials, however, shows that the slopes of the excitations overlap towards
lower and higher critical-band values more and more with higher frequency
range.

Although it is not yet known exactly how the slope excitations add up, a
reasonable approximation seems to be to round the excitations of the slopes,
especially where a deep valley is produced. For equal excitation level of the
lower and upper slopes, this means that the minimum is enhanced by 3 dB.
Experimental results have shown that this enhancement may even be larger
(see Sect. 4.5.1). In most practical cases, one excitation is dominant so that
the other excitation can be ignored.

A comparison between the top drawings in Fig. 6.13 with the bottom
drawings indicates how the characteristics of the hearing system, expressed
by critical-band rate and excitation level, transform the physical values into
intermediate values more meaningful for the development of models for psy-
choacoustical perception.

The form of masked thresholds as a function of critical-band rate plays
an important role in constructing excitation patterns. It is relatively diffi-
cult to exactly measure thresholds of tones masked by tones. Therefore, the
thresholds of pure tones masked by narrow-band noises are used to con-
struct the excitation level versus critical-band rate patterns. Thresholds ob-
tained with narrow-band noise maskers having the width of a critical band,
have been measured for several centre frequencies. Because the dependence
of the masking levels on critical-band rate are important in constructing
slope excitations, the excitation level versus critical-band rate pattern pro-
duced by narrow-band noises for levels of 60 dB and for seven different centre
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frequencies are plotted as a function of critical-band rate in Fig. 6.14. Thresh-
old in quiet is drawn as the dashed line. A comparison of the slope excita-
tions of the seven narrow-band noises indicates that the lower slope (towards
smaller critical-band rates) remains constant independent of centre frequency.
The steepness of this slope is about 27 dB/Bark. The upper slopes (towards
larger critical-band rates) of the excitations are steeper for low-frequency nar-
rowband noises. Above about 200-Hz centre frequency, however, the upper
slopes are again identical. This means that in most cases the shapes of the
lower and upper slope can be produced by simply shifting the pattern for
fc = 1 kHz along the abscissa. Threshold in quiet produces a limitation at
both low and high frequencies.

A comparison between the excitation level versus critical-band rate pat-
tern outlined in Fig. 6.14, with the corresponding masking level versus fre-
quency pattern drawn in Fig. 4.3, indicates the clear advantage of the exci-
tation level versus critical-band rate patterns; they are produced from one
another merely by a shift in the horizontal direction.

The upper slope of the masking pattern is level dependent. This kind of
nonlinearity can be taken into account most easily using the excitation level
versus critical-band rate patterns produced by narrow-band noises of differ-
ent levels. Figure 6.15 shows such patterns for a centre frequency of 1 kHz.
While the pattern looks almost symmetrical for narrow-band levels below
40 dB, it becomes more and more asymmetrical at higher levels. The steep-
ness of the slope towards lower critical-band rates remains level independent
at about 27 dB per Bark. The slope towards higher critical-band rates shows
the nonlinear effect of flattening with increasing level. For a narrow-band
level of 100 dB, this slope is only 5 dB per Bark. The patterns outlined in
Fig. 6.15 also hold for narrow-band noises of centre frequencies different from
1 kHz; the corresponding excitation level versus critical-band rate patterns
can be produced by a horizontal shift of the pattern with the appropriate
level towards lower or higher critical-band rates. In shifting the patterns, it
is necessary to be aware of the limitation produced by the threshold in quiet.

Another important difference between main excitation and slope excita-
tion is worth noting: main excitation is related to frequency by the frequency
to critical-band rate relationship, while slope excitation is related to the main
frequency of the main excitation producing the slope excitation. This fact is
evident in excitation patterns produced by low-frequency high-level tones
(masking-period patterns). The excitation produced at a critical-band rate
as high as 13 Bark (2 kHz) can “vibrate” with a frequency as low as 20 Hz.

In some cases, it may be of interest to have a noise that produces the same
intensity in each critical band. Such a uniform exciting noise (not identical
to uniform masking noise) can be produced from white noise by using a filter
with an attenuation as outlined in Fig. 6.16. The frequency response of the
attenuation aUEN corresponds to the increment of critical bandwidth as a
function of frequency and corresponds to the following equation:
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Fig. 6.16. Frequency dependence of the attenuation of a filter that, connected to
a white-noise generator, produces uniform exciting noise (UEN)

aUEN = 10 log[∆fG(f)/100Hz] dB. (6.7)

Uniform exciting noise produces an excitation level as a function of critical-
band rate that, apart from the attenuation a0 of the hearing system, is inde-
pendent of critical-band rate.

The difference between uniform exciting noise and uniform masking noise
arises because the masking index, av, is different at low and high frequencies.
Because this effect strongly influences the frequency difference of the critical
bandwidth as defined by Fletcher, it may be discussed here in some detail. Let
us start with uniform exciting noise with a critical-band level LG = 40dB.
The overall level of this noise, which includes 24 critical bands, is therefore
(40 + 10 · log 24) dB = 54 dB. This uniform exciting noise will be used as
masker. The threshold of sinusoidal tones masked by this noise is indicated
in the lower part of Fig. 6.17 as LT, the level of the sinusoidal tone necessary
to be just-audible. The difference between the critical-band level, LG, and
masked threshold, LT, represents the masking index

Fig. 6.17. Masking index on an expanded ordinate scale (upper part). Critical-
band level of uniform exciting noise (solid line), masked threshold produced by
this noise (broken-dotted line) and threshold in quiet (broken line) as a function of
frequency (lower part). Critical-band level of the uniform exciting noise is 40 dB
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av = LT − LG . (6.8)

This masking index amounts to about −2 dB at low frequencies and decreases
at high frequencies to −6 dB. The masking index, av, is outlined in the upper
diagram of Fig. 6.17 on an enlarged scale. The value of −6 dB for the masking
index is the value that would be expexted from the model describing just-
noticeable differences in Sect. 7.5.1. This value, however, is reached only at
high frequencies where the critical bandwidth is so large that the fluctuation
of the noise is not audible. Parts of the noise that are assumed to correspond
to the frequency selectivity of our hearing system as being critical-band wide,
are effective in that frequency range in a way similar to stationary sounds
without fluctuations. At low frequencies, however, the critical-band width is
only 100 Hz; at this bandwidth, strong fluctuations of the noise falling into
the critical band are produced. These fluctuations reduce the sensitivity of
our hearing system for the test tones. Consequently, the masking index, av,
is increased to −2 dB. The dependence of critical bandwidth on frequency
is the reason that the masking index, av, depends on frequency and that
the density level of uniform exciting noise does not show the same frequency
dependence as the density level of uniform masking noise.

6.4 Excitation Level versus Critical-Band Rate
versus Time Pattern

The excitation level depends not only on critical-band rate but also on time.
Speech sounds, for example, contain strong temporal variations produced not
only by the plosives themselves but also by the pauses necessary before the
plosives. In the same way as we used the masking level versus frequency
patterns for transformations into excitation level versus critical-band rate
patterns, masking level versus time patterns can be used. As explained in
Sect. 4.4.3, postmasking plays an important role. It can last up to 200 ms,
but the decay depends on the duration of the masker. Consequently, sets of
data representing masking level versus time patterns for postmasking have to
be used in a way similar to masking level versus critical-band rate patterns to
produce excitation level versus critical-band rate patterns. It may be argued
that this is a relatively complicated procedure. The resulting excitation level
versus critical-band rate versus time pattern, however, contains the informa-
tion used by the hearing system to recognize and understand speech. This is
only one example of the use of this very fundamental pattern.

To illustrate this effect, the word “electroacoustics” is recorded and out-
lined as excitation versus critical-band rate versus time pattern in such a way
that frequency selectivity as well as temporal masking are taken into account.
The temporal effects can be recognized in Fig. 6.18 by the asymmetric shape
of excitation as a function of time produced by plosives. Actually, the pattern
shown in Fig. 6.18 should contain 640 single excitation-time patterns, since
this is the number of pitch variations we can differentiate. However, because
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Fig. 6.18. Excitation level versus critical-band rate versus time pattern of the
spoken word “electroacoustics”. The excitation level is indicated for 23 discrete
critical-band rates from 1 to 23 Bark

of the critical band’s filter slope, many adjacent bands out of the 640 will
contain very similar information. Therefore, the use of only 24 channels is a
significant and helpful approximation. The size of the excitation level can be
approximated using the scale that is given on the left side at the top near the
patterns for the critical-band rate between 22 and 23 Bark. From the details
available in this excitation level versus critical-band rate versus time pattern,
only the temporal structure produced by the vowels will be discussed. The
formants of the different vowels are clearly visible in the temporally changing
pattern of levels across critical-band rate. Besides, the temporal structure of
voicing related to the fundamental frequency of 100 Hz (male speaker) also
shows up. This means that such a relatively low fundamental frequency pro-
duces a strong ripple in the excitation level versus time pattern. Such a ripple
may lead to roughness, while more gradual changes in the envelope produced
by syllables may elicit fluctuation strength. Both of these sensations are dis-
cussed subsequently. Such excitation level versus critical-band rate versus
time patterns are intermediate values from which the creation of other psy-
choacoustical effects or sensations, such as just-noticeable sound variations,
loudness as a function of bandwidth or of time, subjective duration, rough-
ness, spectral and virtual pitch, sharpness or fluctuation strength, can be
described. Even for automatic speech recognition, the excitation level versus
critical-band rate versus time pattern is useful preprocessed information.



7 Just-Noticeable Sound Changes

Two different kinds of sound changes are discussed in this chapter. One is the
variation that may be compared to variation in water level: there is always
some water but the level varies as a function of time. In acoustics, modulations
are typical changes of the sort we call variations. The other kind of change
is that of differences. One apple may be different from another apple. In this
case, we compare one piece with another piece. In acoustics, this means that
we compare one sound with another sound presented after a pause. Because
these two kinds of changes may activate different processing features in our
hearing system, the first by direct and quick comparison and the second by
activating and introducing memory, it is necessary to differentiate strictly
between the two kinds of changes. Just-noticeable variations are useful in
producing scales of sensations related to position, for example pitch through
the frequency-location transformation as discussed in Chap. 5. However, both
just-noticeable variations and just-noticeable differences are important as the
“stones” on which the “house of sensations” is built.

7.1 Just-Noticeable Changes in Amplitude

The sensation of loudness is an intensity sensation. For such sensations, it is
not possible to construct a scale for the magnitude of the sensation from the
just-noticeable changes in intensity by adding up the just-noticeable vari-
ations between two levels. Nevertheless, just-noticeable level variations as
well as just-noticeable level differences play an important role. It seems that
amplitude- or level-processing in hearing is based on an element, the size of
which is about 1 dB.

7.1.1 Threshold of Amplitude Variation

Abruptly changing the sound pressure or the sound pressure level of a sinu-
soidal tone leads to a sensation that may contain not only an audible change
in level but also the sensation of a click at the time of the abrupt change.
The abrupt change produces a short-time spectrum that is relatively broad,
the reason for the audible click. To avoid clicks, just-noticeable amplitude
variations are often measured by amplitude modulation. The corresponding



176 7 Just-Noticeable Sound Changes

Fig. 7.1. Just-noticeable degree of amplitude modulation (left scale) and corre-
sponding level variation (right scale) of a 1-kHz tone and of white noise (WN) as a
function of sound pressure level (the frequency of modulation is 4 Hz); Track 26

sound-pressure level differences, ∆L, can be calculated from the degree of
modulation, m, using the following equation:

∆L = 10 log(Imax/Imin) dB = 20 log[(1 + m)/(1 − m)]dB. (7.1)

This relation can be approximated for m < 0.3 by

∆L = 20 log e(2m+2/3m3 + . . .) dB ≈ 20 log(e ·2m) dB ≈ 17.5m dB. (7.2)

The ordinate scales on the left and right of Fig. 7.1 characterize this relation-
ship. The left side shows the degree of modulation, m, the right side shows
the corresponding level difference, ∆L.

Figure 7.1 shows the just-noticeable degree of sinusoidal amplitude mod-
ulation for a 1-kHz tone and for white noise as a function of the level for
fmod = 4 Hz. The solid line, which holds for the 1-kHz tone, shows that for
low levels large degrees of modulation in the range of 20% are necessary to
become just audible. At levels of about 40 dB, a degree of modulation of 6%
becomes just noticeable. For even higher levels, this just-noticeable degree
of amplitude modulation decreases further and reaches, for sound pressure
levels of 100 dB, values of about 1%. This dependence on level holds not only
for the 1-kHz tone but also for most other pure tones of different frequencies,
if instead of the sound pressure level the loudness level (see Chap. 8.1) is used
as the abscissa.

The results obtained for white noise are somewhat different and are shown
in Fig. 7.1 as a broken line. Again, at very low levels, a relatively large
degree of modulation near 20% is necessary to be just audible. The threshold
modulation decreases relatively quickly and reaches a value of about 4% at
30 dB. This value does not change with the level up to 100 dB. In searching
for a reason of the difference between just-noticeable amplitude modulation
for tones and for noises, it is necessary to realize that broad-band noises
produce only main excitations. Narrow-band sounds like tones, in contrast,
produce not only one main excitation but also slope excitations, the steepness
of which is level dependent. It may be that this difference is one of the
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Fig. 7.2. Just-noticeable degree of amplitude modulation as a function of modu-
lation frequency for 1-kHz tones of given level (solid curves) and for white noise
(broken line)

reasons for the difference in behaviour shown in Fig. 7.1. The two scales
used as ordinate in that figure indicate that a degree of modulation of 6%
corresponds to a change in level of 1 dB. This is a characteristic value that
will occur repeatedly in studying the ear’s information processing, and it is
interesting to realize that the just-noticeable degree of amplitude modulation
for the 1-kHz tone seems to have a tendency to stabilize with increasing level
at about 6% (corresponding to 1 dB) but falls off for levels above 50 dB and
continues to decrease.

The dependence of the just-noticeable degree of amplitude modulation on
modulation frequency is shown in Fig. 7.2 The two solid curves hold for 1-kHz
tones at levels of 40 and 80 dB. As can be seen in Fig. 7.2, the ear is most
sensitive for amplitude modulation in the modulation-frequency range be-
tween 2 and 5 Hz. From very low modulation frequencies, the just-noticeable
degree of amplitude modulation decreases a little, reaches a minimum near
4 Hz, increases for higher modulation frequencies up to about 60–70 Hz and
finally decreases drastically further on. The increasing part between about 5
and 50 Hz can be approximated by assuming that the just-noticeable degree
of amplitude modulation increases with the square root of the modulation
frequency. This holds also for carrier frequencies other than 1 kHz, but the
maximum reached depends on carrier frequency in such a way that the max-
imum is reached for lower carrier frequencies at lower modulation frequency.
For higher carrier frequencies, the maximum is shifted towards higher mod-
ulation frequencies, so that for a carrier frequency of 8 kHz the maximum
is reached at fmod = 400 Hz. The roll-off above the maximum is due to the
audibility of sidebands so that instead of listening for a kind of modulation
or roughness, one listens for additional tones as the modulation frequency
is increased. The frequency selectivity of the ear, discussed in Sect. 4.3 on
masking, is the reason for this different criterion being used. Sidebands can-
not be heard when using broad-band noise, because the long time spectrum
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of white noise remains constant, even though high-frequency amplitude mod-
ulation is used. Consequently for noise, the dependence of the just-audible
degree of amplitude modulation on modulation frequency is not affected by
the audibility of sidebands.

For low modulation frequencies, the broken curve in Fig. 7.2, which rep-
resents the data for white noise, runs parallel to that for tones, but the incre-
ment corresponding to the square root of the modulation frequency continues
towards higher modulation frequencies up to 500 Hz. At such high modula-
tion frequencies and corresponding high degrees of modulation of about 0.4,
another criterion is used to discriminate between modulated and unmodu-
lated noise. The strong amplitude modulation increases the intensity averaged
over some hundred milliseconds, and this change in overall intensity or overall
sound pressure level is used by the subject to hear the difference. The fluc-
tuations produced by the amplitude modulation, however, remain inaudible
at such large frequencies of modulation.

The differences in Fig. 7.1 between the data for white noise and for pure
tone lead to the question of whether the different spectral widths or different
amplitude distributions of the two sounds are the reason for the difference.
The slopes of the excitation, not available for broad-band noise, can be cre-
ated by decreasing the bandwidth of the noise with band-pass filters. Upon
narrowing the bandwidth remarkably, the spectral distribution of a noise be-
comes comparable to that of a sinusoidal tone. It has to be realized, however,
that the narrow-band noise still has a Gaussian distribution of amplitudes,
even though the bandwidth may only be a few Hertz. This Gaussian dis-
tribution of amplitudes leads to a statistical modulation of the amplitude
of narrow-band noise, so that it sounds almost like a sinusoidal tone with
statistically-modulated amplitude. In order to measure this effect over a large
range of bandwidths, it is most effective to use a centre frequency of 8 kHz for
the band-pass noise. At 8 kHz, the critical bandwidth is almost 2 kHz so that
the dependence of just-audible modulation on bandwidth can be measured
up to that large value without exceeding one critical band.

The dependence of the just-noticeable degree of the 4-Hz square-wave
amplitude modulation at a centre frequency of 8 kHz, is indicated by a solid
line in Fig. 7.3 as a function of bandwidth. At very narrow bandwidths, the
just-noticeable degree of amplitude modulation is near 40%, i.e. quite large
and not comparable to that produced by a sinusoidal tone. With increasing
bandwidth, the just-noticeable degree of amplitude modulation decreases and
reaches the value of about 6% at a bandwidth of 2 kHz (about one critical
band).

The critical bandwidth is reached near the end of the solid line. As the
bandwidth is further increased up to white noise, all the 24 critical bands
finally contribute to the sensation. This range is indicated by the broken
line. Increasing the bandwidth beyond the critical band leads to a further
decrease, so that for a bandwidth of practically white noise, a degree of



7.1 Just-Noticeable Changes in Amplitude 179

Fig. 7.3. Just-noticeable degree of amplitude modulation of a bandpass-noise as
a function of bandwidth. Centre frequency of the noises taken from white noise is
8 kHz; square-wave amplitude modulation is used. The square indicates the level
variation of 1 dB at the largest critical band; Track 27

modulation of about 3% is reached. This value is somewhat lower than indi-
cated in Fig. 7.1. It should be remembered, however, that the data outlined
in Fig. 7.3 are produced using a square-wave amplitude modulation. This was
done to compare data produced by masking white noise with white noise.

The filled square shown in Fig. 7.3 belongs to the broadest possible critical
band (3.5 kHz) at the upper end of the audible frequency range, and to a
sound level change of 1 dB corresponding to a sinusoidal 4-Hz amplitude
modulation of 6%. This level change of 1 dB plays a dominant role in the
model for just-noticeable sound variations of slow rate.

For spectral widths of the band-pass noise larger than a critical band, the
just-noticeable degree of amplitude modulation decreases. This decrease re-
sults from the cooperation of several critical bands. Whether this cooperation
can be accounted for by adding up the available variations in a coherent fash-
ion across critical bands, or by some other strategy used by the ear remains
unclear. However, all psychoacoustical data relevant to this question show a
decrease in the just-noticeable amplitude modulation, with an increase in the
number of critical bands involved. Thus the curve shown in Fig. 7.3 is shown
as a continuous curve, which includes several critical bands at the end with
the large bandwidths.

The most important variable in this context seems to be bandwidth. For
very small bandwidths, the statistical fluctuation of the amplitude of the
narrow-band noise becomes dominantly audible, and thereby strongly dis-
turbs the subjects who are trying to hear periodical amplitude modulations.
This is why the just-noticeable degree of amplitude modulation is much larger
for narrow bands of noise than for sinusoidal tones, even though the spectral
configurations are very similar in the two cases.
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7.1.2 Just-Noticeable Level Differences

Although the data for just-noticeable level variations or just-noticeable level
differences depend somewhat on the measurement technique used, the values
determined for variations are always larger than those produced for just-
noticeable differences. A typical example is given in Fig. 7.4. Two sets of
data with a 1-kHz tone, one for level changes (left) and another for frequency
changes (right), are shown as a function of level. The results produced for
level variations (measured as just-noticeable amplitude modulation and indi-
cated by the open circles) decrease from almost 2 dB to about 0.7 dB between
30 and 70 dB sound pressure level. The results for just-noticeable level dif-
ferences (dots) decrease as a function of level from about 0.7 dB to about
0.3 dB. There is a factor of about 2.5 between the two curves. However, the
dependence of just-noticeable amplitude modulation on level remains similar
to that for the just-noticeable level difference. The data produced for just-
noticeable frequency modulation (open circles in the right part in Fig. 7.4)
show no dependence on level. The same is true for the just-noticeable fre-
quency difference (dots) although the data are about a factor of 3 lower than
for frequency modulation. The interquartile ranges indicate very clearly that
the two sets of data do not overlap, i.e. just-noticeable frequency modulation
and just-noticeable frequency difference not only lead to different results but
may also be produced by different signal processing in our hearing system.

A typical characteristic of just-noticeable amplitude modulation of si-
nusoidal tones is the level dependence. Almost the same level dependence
is measured for just-noticeable differences in level, as indicated in Fig. 7.5.
For low sound pressure levels below 20 dB, JNDL increases greatly towards
threshold, but decreases from about 0.4 dB at 40 dB to about 0.2 dB at
100 dB sound pressure level. The decrement seems to be not quite as strong
as for amplitude modulation, but the characteristic is similar to the data

Fig. 7.4. Just-audible equivalent level changes (left) and frequency changes (right)
as a function of the sound pressure level of a 1-kHz tone. The open circles connected
by solid lines indicate data produced by sound variations (amplitude modulation
and frequency modulation). The data indicated by dots connected with broken lines
are for just-noticeable level and just-noticeable frequency differences. Medians and
interquartile ranges for six subjects are given
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Fig. 7.5. Just-noticeable level difference of a 1-kHz tone as a function of sound
pressure level

shown by the solid line in Fig. 7.1. This characteristic is almost independent
of frequency if, instead of the sound pressure level, the level above threshold
(or, even better, the loudness level) is used as the abscissa. In this case, the
level dependence of JNDL at both low and high frequencies remains almost
the same.

For measuring just-noticeable differences, a pause is needed between the
sounds to be compared. For pause durations ranging between 0.1 and 2 s,
the results are independent of the duration of the pause. The data given in
Figs. 7.4 and 7.5 were obtained with a pause of 200 ms, which is still within
the range of independence but short enough to make it a very easy task
for the subject. Besides the pause separating the two sounds to be compared,
the duration of the sounds influences the size of the just-noticeable difference
in level. With the level difference measured at 200 ms used as a reference,
the dependence of just-noticeable level differences on tone-burst duration is
indicated in Fig. 7.6. JNDL increases by almost a factor of 5 for a reduction
from 200 to 2 ms. This corresponds to a slope of about −6 dB per decade
within this range. For a duration longer than 200 ms the JNDL does not
decrease much.

Fig. 7.6. Just-noticeable level difference of a 1-kHz tone related to the difference
observed for a duration of 200 ms as a function of the duration of tone bursts
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Fig. 7.7. Just-noticeable level difference of a white noise and of a low-pass noise
with a cut-off frequency of 1 kHz as a function of sound pressure level

Changing from tones to broad-band noises affects the dependence of
JNDL on sound pressure level. As indicated in Fig. 7.7, the level depen-
dence disappears almost completely for white noise in the sound pressure
level range above 40 dB. If white noise is limited by a low-pass filter so that
the upper slope of masking with its level dependence can be seen, the level
dependence becomes noticeable again, as indicated by open circles connected
by broken lines. The size of JNDL around 60 dB sound pressure level is about
0.5 dB for most broad-band noises.

7.2 Just-Noticeable Changes in Frequency

In Chaps. 5 and 6, it was argued that the frequency-to-place transformation
of the inner ear is the fundamental factor in pitch sensation. Low frequencies
stimulate the sensory cells in the organ of Corti near the helicotrema, while
high frequencies stimulate cells near the oval window. The frequency-to-place
transformation suggests that the sensation of pitch belongs to the category
of sensations of position, so that it is possible to construct the sensation
function of pitch from just-noticeable changes in frequency. From this point
of view, just-noticeable variations in frequency are more important than those
of amplitude or level. Because just-noticeable variations in frequency, i.e. in
the stimulus, lead to constant values of the corresponding steps in pitch, i.e.
in sensation, we are able to construct a relationship between frequency and
pitch by integrating just-noticeable variations. This way, a pitch function
very similar to that constructed from data of pitch doubling or halving can
be calculated from JNVs.

7.2.1 Threshold for Frequency Variation

An abrupt change in frequency is in most cases correlated with an audible
click so that, as with the measurement of just-noticeable variations in am-
plitude, just-noticeable variations in frequency are measured using sinusoidal
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Fig. 7.8. Just-noticeable frequency modulation as a function of frequency for si-
nusoidal frequency modulation at a modulation frequency of 4 Hz. Broken lines
indicate useful approximations. Note that the total variation is 2∆f as marked in
the inset; Track 28

frequency modulation. In system theory, the deviation in frequency, ∆f , is
defined as the change in frequency between the unmodulated frequency, f ,
and the maximum frequency in one direction. Using this denition of ∆f , it is
important to note that the frequency changes between f − ∆f and f + ∆f .
Thus the value for the total variation in frequency is 2∆f .

Our hearing system is most sensitive for sinusoidal frequency modula-
tions at frequencies of modulation in the neighbourhood of 4 Hz. Therefore,
we shall concentrate first on data related to that modulation frequency. The
just-noticeable value, 2∆f , is given in Fig. 7.8 as a function of carrier fre-
quency. The parameters are the frequency of modulation (4 Hz) and the loud-
ness level of the frequency-modulated tones (60 phon). At low frequencies,
2∆f is approximately constant and, averaged over many subjects, has a value
of about 3.6 Hz. Above about 500 Hz, 2∆f increases nearly in proportion to
frequency; in this range, 2∆f is approximately 0.007f . This means that a
change in frequency of about 0.7% is just noticeable in this frequency range.
At low frequencies, the relative just-noticeable change increases and has a
value of 3.6% at 100 Hz. This means that at 50 Hz, 2∆f corresponds to a
semi-tone in music; our hearing system is relatively insensitive for changes in
the frequency of sinusoidal tones in this low-frequency range. Musical tones,
however, are rarely sinusoidal tones; they comprise many harmonic compo-
nents and the frequency changes of these high-frequency harmonics can be
more easily detected than frequency changes of the fundamental. Thus we
usually listen to higher frequency harmonics when tuning a musical instru-
ment. The just-noticeable frequency changes of 0.7% at medium and high
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Fig. 7.9. Number of abutting frequency steps based on just-noticeable frequency
variations, consecutively arranged up to a certain frequency which is used as the
abscissa. Note that 25 steps are summarized from dot to dot. The broken line
indicates the approximation of proportionality at low frequencies

frequencies are surprisingly small; our hearing system is very sensitive to
frequency variations in this range.

The strong correlation between the critical band and the value of 2∆f
was already shown in Fig. 6.10 and discussed there. Assuming that pitch be-
longs to the sensations of position, it is possible to construct the relationship
between pitch and frequency by using the fact that a just-noticeable incre-
ment in frequency leads to a constant increment in sensation, independent
of frequency. Figure 7.9 shows the number n2∆f of the many adjacent steps
in frequency that fit between 0 Hz and frequency f , which is used as the
abscissa. Because the just-noticeable steps in frequency are very small, only
every 25th step is shown as a point in Fig. 7.9. Starting from zero, the num-
ber n2∆f at first increases in proportion to frequency. Above about 500 Hz,
the function illustrated by the dots starts to deviate from the proportional-
ity, which is shown in Fig. 7.9 as a broken line. For higher frequencies, the
number n2∆f increases less than proportionally; the function illustrated by
the dots actually seems to increase logarithmically. This can be seen by the
fact that an increment of one octave in frequency leads to a constant number
of about 100 steps. Altogether, it is possible to add 640 adjacent steps in
the frequency range up to 16 kHz. This frequency resolution is very high.
Remembering that about 3600 inner haircells extend in a row between the
helicotrema and the oval window with a distance of 9 µm from one to the
next, we can estimate that one step in frequency corresponds to a shift of
the excitation over a distance of 6 inner haircells. A similar function was
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Fig. 7.10. Just-noticeable frequency modulation as a function of modulation fre-
quency (centre frequency 1 kHz). The broken lines indicate useful approximations

already discussed in Chap. 6, where the relationship between critical-band
rate and frequency was based on the integration of critical bandwidths over
frequency.

The just-noticeable value of 2∆f depends on the frequency of modula-
tion. This dependence is outlined in Fig. 7.10 and illustrates again that our
hearing system is most sensitive to frequencies of modulation around 4 Hz.
Figure 7.10 holds for a frequency of 1 kHz and a level of 60 dB. The mini-
mum value of 2∆f is about 6 Hz, corresponding to the data given in Fig. 7.8.
For modulation frequencies between 10 and 50 Hz, 2∆f increases markedly
with a slope that corresponds to the square root of modulation frequency.
This increment ends sooner for low carrier frequencies than for higher car-
rier frequencies. For a carrier frequency of 8 kHz, the increment continues
up to modulation frequencies of about 300 Hz, but for a carrier frequency
of 1 kHz (Fig. 7.10) the end of the increment is reached at a modulation
frequency of about 70 Hz. This effect is due to the frequency selectivity of
our hearing system. Modulation in frequency produces sidebands similar to
amplitude modulation. The narrow spacing of the many sidebands for a low
frequency of modulation is much wider for high frequencies of modulation.
The sidebands are spaced at integer multiples of fmod from the carrier fre-
quency and become audible separately at high frequencies of modulation. In
this case, the subject no longer listens for a change in frequency but for ad-
ditional sidebands. At very low frequencies of modulation, the increment of
2∆f seems to be due to a limited memory. We do not remember the pitch
of a tone very precisely after several seconds have elapsed. Consequently, the
value 2∆f increases towards very low frequencies of modulation.

The dependence of the value 2∆f on the loudness level of the frequency-
modulated tone is relatively small. A reduction of loudness levels from 100 to
30 phon increases the step size by a factor of not more than about 1.5. Near
threshold in quiet, however, the increase in 2∆f is pronounced.

7.2.2 Just-Noticeable Frequency Differences

Although the dependence of just-noticeable frequency differences on fre-
quency and on sound pressure level are similar to those of just-noticeable
frequency modulations, the absolute values are smaller by a factor of three.
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The direction of this difference is astonishing: our hearing system is more sen-
sitive to frequency changes if the task is to recognize differences rather than
to recognize modulations. The pause between the two sounds to be compared
does not reduce the sensitivity, on the contrary, it increases it! Displacing the
data given in Fig. 7.8 down by a factor of three produces a reasonable ap-
proximation to the results at the two asymptotes: i.e. at frequencies below
500 Hz, we are able to differentiate between two tone bursts with a frequency
difference of only about 1 Hz; above 500 Hz, this value increases in proportion
to frequency and is approximately 0.002f .

It should be noted that just-noticeable differences in frequency and the
corresponding results from frequency modulation are sometimes mixed up
in the literature. This leads to confusion that ought to be avoided. A clear
separation of the two kinds of data sets is helpful; it may even be necessary
to separate the data further on the basis of the method used.

Just-noticeable differences in frequency are level dependent only below
sensation levels of about 25 dB. Below this value, the just-noticeable dif-
ference rises with decreasing level so that the just-noticeable difference in
frequency is about 5 times larger at a sensation level of 5 dB than at
25 dB. The data discussed so far correspond to durations greater than 200 ms
for the two tone bursts to be compared. This corresponds to quasi-steady-
state condition. For burst durations shorter than 200 ms, the just-noticeable
frequency difference increases.

Figure 7.11 shows the just-noticeable relative frequency difference be-
tween test and comparison tone obtained by a yes/no-procedure plotted as a
function of the test tone duration. The dots connected by solid lines in each
panel represent medians and interquartile ranges of 8 subjects; the shaded
areas include all individual results.

The data in Fig. 7.11 show that the just-noticeable relative frequency
difference increases with decreasing test tone duration. The magnitude of
this increase, however, depends on frequency.

This dependence is considerably reduced if, instead of the frequency scale,
the critical bandrate scale is used. At long durations (around 500 ms) the
critical bandrate difference of about 0.01 Bark represents the just-noticeable
difference, whereas at a duration of 10 ms the JNDF amounts on average to
0.2 Bark.

The just-noticeable differences in cut-off frequencies can be measured us-
ing noises instead of tones. Data produced for cut-off frequencies near 1 kHz
(low-pass on the left, high-pass on the right) are given in Fig. 7.12 as a func-
tion of the critical-band level at 1 kHz. It is interesting to realize that the
just-noticeable difference in cut-off frequency increases with increasing level
for low-pass noise (see left part of Fig. 7.12), but that just-noticeable differ-
ence in cut-off frequency for high-pass noise remains independent of level (see
right part of Fig. 7.12). A comparison of the data produced for just-noticeable
differences (filled circles) with the data produced using modulation of the
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Fig. 7.11. Frequency discrimination of pure tones at short durations. Just-
noticeable relative frequency difference as a function of test tone duration. 6 differ-
ent test tone frequencies are indicated in the different panels; Track 29

Fig. 7.12. Just-noticeable change of the cut-off frequency of low-pass noise (left)
and high-pass noise (right) as a function of the critical-band level of these noises at
1 kHz. The open circles connected with solid lines are for just-noticeable variations
(frequency modulation). The dots connected with broken lines correspond to just-
noticeable differences of the cut-off frequencies (i.e. measured for noises presented
as bursts separated by a pause)

cut-off frequency (open circles) indicates a difference by a factor of about
three. This is consistent with the data for tones. It shows again the astonish-
ing effect that just-noticeable differences create smaller values, even though
the sounds to be compared are separated by a pause.
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7.3 Just-Noticeable Phase Differences

Phase differences become audible if the spectrum consists of three tones.
Variation of phases may also be detected by a change in rhythm, a sensa-
tion discussed in Chap. 13. Only data of just-noticeable phase differences are
discussed here, and sounds composed of three tones of equal frequency sepa-
ration will be used. In this case, changes in phase can produce a change from
amplitude modulation to quasi-frequency modulation. If the phase of one of
these tones is changed by 90◦, then the effect discussed in Sect. 6.1 appears.
The experimental results discussed there, and the experimental results pro-
duced for just-noticeable phase changes, lead to the conclusion that changes
of the phase of one of the three components corresponding to the following
equation

p(t) = p0[a1 cos (2π(fm − ∆f)t + ϕ1)
+ a2 cos (2πfmt + ϕ2) + a3 cos (2π(fm + ∆f)t + ϕ3)] , (7.3)

become audible if a value, defined as the effective phase angle by the equation

|θ| = |ϕ2 − (ϕ1 + ϕ3)/2| , (7.4)

exceeds a certain value. To illustrate the effect of such a phase change,
Fig. 7.13 shows the envelope (left side) of the resulting time function, p(t),
and the instantaneous frequency, f(t), (right side) of a complex composed of
three tones of equal amplitude and equal frequency distance, ∆f . For θ = 0,
the top panel shows the envelope to be an overmodulated amplitude modu-
lation. The corresponding instantaneous frequency shows periods of constant
frequency and Dirac impulses of opposite signs at the zero-crossings of the
envelope. For θ = 30◦, the envelope shows no zero-crossing and the instanta-
neous frequency consists of deviations that are relatively large. For θ = 60◦

and 90◦ the envelope of the sound pressure function becomes more symmet-
rical, and shows two equal variations within one period. The corresponding
changes in instantaneous frequency again show deviations in both the posi-
tive and negative direction that reach only half the value of the peak obtained
for θ = 30◦. Figure 7.13 indicates that two effects are associated with phase
changes, i.e. variations in the envelope of the sound pressure’s temporal pat-
tern and variations of the instantaneous frequency.

There are a number of variables that can influence the just-noticeable
phase difference, one being level difference amongst components. When two
sidetones equally spaced in frequency from the centre tones are used, the
results of psychoacoustical measurements indicate that our hearing system
is most sensitive when all three tones have almost equal amplitude. The
effect of overall sound pressure level on the just-noticeable phase difference
seems to be small in relation to the dependence on the centre frequency.
The effect of the frequency separation between the sidetones and the effect
of the refence phase (parameter) is outlined in Fig. 7.14. The just-noticeable
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Fig. 7.13. Envelope of the sound pressure amplitude (left part) and instantaneous
frequency (right part) of a three-tone complex as a function of time within its period

Fig. 7.14. Just-noticeable effective phase change as a function of the frequency
separation of the sidebands (lower abscissa) and of the overall critical-band-rate
distance (upper abscissa). The solid line and the broken line correspond to data
with different reference phase (0◦ : solid ; 90◦ : broken)

difference ∆θ of the effective phase angle is shown as the ordinate. Besides
the frequency separation between the sidetones and the centre frequency, the
overall critical-band-rate distance is given as the abscissa (top). The data
given in Fig. 7.14 correspond to a centre frequency of 1050 Hz. Three effects
are clear: our hearing system is most sensitive to phase differences when the
frequency separation is small. For frequency separations larger than about
200 Hz, i.e., larger than about one critical band, the just-noticeable effective
phase difference increases drastically. The data indicate that we are most
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Fig. 7.15. Just-noticeable effective phase change as a function of the frequency
spacing (lower scale) or the critical band rate distance (upper scale). The data
correspond to results produced in the sound absorbing room (SAR) or in the re-
verberation room (RR) at a distance of 1, 2, and 4 m from the source. The centre
frequency of the complex is indicated in each panel

sensitive for the situation in which the reference phase is 90◦ (broken line).
For a reference phase of 0◦, the sensitivity is decreased by about a factor
of two in the frequency separation range in which we are most sensitive.
The data outlined in Fig. 7.14 were obtained with a level difference of 6 dB
between the centretone and the two sidetones or sidebands.

For the same level difference and for a reference phase of 0◦, Fig. 7.15
shows just-noticeable phase difference as a function of the frequency
separation between the sidebands and the centretone, with the frequency
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of the centretone changing from panel to panel. Data measured in a sound
absorbing room (SAR) are compared with data measured in a reverbera-
tion room (RR) at the indicated distances. Two effects are clear: firstly, we
are most sensitive to phase changes at small values of frequency separation
and secondly, the sensitive range is limited by the critical bandwidth, in-
dependent of centre frequency. The just-noticeable effective phase difference
increases for a centre frequency of 5 kHz at a separation near 500 Hz, while
for a centre frequency of 225 Hz this increase starts near 50 Hz. In all three
cases, the overall frequency distance of the constituent tones transformed to
the corresponding critical-band rate relates closely to 0.5 Bark.

The just-noticeable phase differences reach values near 10◦ in the most
sensitive condition, i.e., levels of 70 dB, frequencies around 1 kHz, reference
phase near 90◦, and small frequency separations. This value increases by
about a factor of two when the reference phase angle is changed from 90◦ to
0◦. All the data can only be measured using either earphones or loudspeakers
in an anechoic chamber. As soon as the sounds are presented in a normal
living room or in a concert hall, the just-noticeable phase changes increase
by a factor of about three.

A model describing these effects was established by Fleischer; it accounts
for his extensive data collection measured psychoacoustically. The model
makes use of the hearing system’s characteristics and starts with the ex-
citation level versus critical-band rate pattern. The maximal changes in level
are picked up, weighted as a function of centre frequency and time, and added
before they are transferred to a threshold detector. A comparison between
measured and calculated data indicates that it is the difference in the en-
velope of sound pressure that most often leads to the just-noticeable phase
difference. Only in the neighbourhood of a reference phase of 90◦, the change
of the instantaneous frequency seems to be picked up by our hearing system.
It is interesting to note that our hearing system shows reduced sensitivity for
phase changes in normal surroundings, as in a living room with loudspeaker
transmission. The first incoming wave which plays a dominant role in local-
izing the sound source, seems to play a much less, almost negligible, role for
just-noticeable phase changes. In the latter case, the steady-state condition
reached about 50 to 100 ms after the onset of the sound, seems to be much
more important for perceiving phases changes. Under normal room condi-
tions, the influence of the electroacoustic system is negligible relative to the
influence of the room with its resonances and strong influences on the time
function of the envelope. This makes it understandable that under normal
living room conditions, phase distortions are rarely audible and that conse-
quently the phase characteristics of the amplifier and loudspeakers may play
a secondary role.
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7.4 Influence of Partial Masking
on Just-Noticeable Changes

Often when listening to music or speech we cannot listen in the quiet. Addi-
tional tones or noises influence just-noticeable sound changes. Such influences
must occur because the threshold in quiet is shifted upwards to become a
masked threshold. The important question is whether additional sound that
produces partial masking influences just-noticeable sound changes only in the
neighbourhood of the masked threshold or also at higher levels. This question
can be answered if just-noticeable modulations are measured as a function of
level under noisy conditions.

For amplitude modulations, the results are indicated in Fig. 7.16. The
just-noticeable degree of modulation is shown as a function of level for the
condition in which the sinusoidal tone is presented, either in quiet or during
the simultaneous presentation of a broad-band masking noise with levels of
35 or 60 dB in each critical band. The frequency of the tone was 1 kHz, and
the modulation frequency remained at 4 Hz. The masking sound shifts the
threshold in quiet to a masked threshold at 32 and 57 dB for masking noise
with levels of 35 and 60 dB per critical band, respectively. Above this thresh-
old the modulated tone can be heard. Just-noticeable degree of modulation
decreases quickly for levels near threshold from 100% down to about 4% at
levels 25 dB above masked threshold. At this level of the sinusoidal tone, the
just-noticeable degree of amplitude modulation measured for a tone in quiet
is almost the same. Similar data are found for a level of 60 dB per critical
band. In this situation, the just-noticeable degree of amplitude modulation
almost reaches that measured under unmasked conditions at levels between
80 and 90 dB. It seems that values that correspond to those measured in
quiet are reached about 20 to 30 dB above masked threshold.

Corresponding data for frequency modulation are presentend in Fig. 7.17
which shows the just-noticeable frequency deviation, 2∆f , as a function of

Fig. 7.16. Just-noticeable degree of amplitude modulation of a 1-kHz tone as a
function of its level. The solid line corresponds to data produced without back-
ground noise, while the broken and dotted lines are produced with additional uni-
form exciting noise at the given level per critical band
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Fig. 7.17. Just-noticeable frequency modulation of a 1-kHz tone as a function of the
level of the tone. Solid line corresponds to data produced without background noise.
Broken and dotted lines indicate data produced with additional uniform exciting
noise at the given level per critical band

the level of the modulated tone. The curve with the parameter “without
noise” has already been discussed. For partial masking, the just-noticeable
frequency modulation decreases quickly from high values down to a value that
is near that measured in quiet without a masker. Additional noise shifts the
masked threshold towards higher levels but, relative to the masked thresh-
old behaviour, shows similar behaviour for masker levels of both 35 and
60 dB per critical band. Similar to amplitude modulation, just-noticeable
frequency modulation is not greatly influenced by masking noise if levels of
the modulated tone 20 to 30 dB above masked threshold are used. Similar
measurements have been performed for centre frequencies of 250 and 4000 Hz
with similar results.

Just-noticeable modulations were also measured after narrowing the
broad-band masking noise to critical bandwidth, and keeping the same
critical-band level used to obtain the results illustrated in Figs. 7.16 and
7.17. The data are similar to those with a broad-band masker when the cen-
tre frequency of the noise and the frequency of the modulated tone coincide.
With frequency modulation, however, some side effects do appear, under-
standably, because a frequency deviation of ±500 Hz masked, for example,
by a critical-band wide noise at 1 kHz, shifts the frequency into a range where
no masker occurs. This means that large frequency modulation becomes au-
dible even though the tone at 1 kHz is inaudible because of the narrow-band
masking.

The influence of partial masking can be summarized as follows: each
masker produces an excitation pattern that is described for broad-band noises
by main excitations, and for narrow-band noises by slope excitations and main
excitations. For signal levels more than 20 dB above this defined excitation
pattern of the masker, the masker scarcely influences the thresholds for mod-
ulation. This means that about 20 dB above masked threshold and higher,
the just-noticeable degree of amplitude modulation and the just-noticeable
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frequency deviation remain almost the same, regardless of whether the masker
is present. This is not obvious, but represents the basis of the fact that we
are able to communicate with speech even though our communication may
take place in noisy surroundings.

Few data are available for just-noticeable differences determined with ad-
ditional background noise. In most cases, only white noise has been used
as background. The data available indicate that just-noticeable difference in
frequency shows large values in the neighbourhood of the masked threshold.
However, 10 dB above threshold, the just-noticeable difference in frequency is
only a factor of two larger than without masking. About 20 dB above masked
threshold, just-noticeable differences in frequency reach almost the same
value as measured without masking. The data available for just-noticeable
difference in level lead to similar results. In this case, not only broad-band
noise but also low-pass and high-pass noises have been used as additional
maskers. The data available for the latter conditions show relatively large
scatter. There is general agreement, however, that JNDL is higher by about a
factor of 5 close to masked threshold, and seems to reach values correspond-
ing to those measured under unmasked conditions for levels of the test tone
of more than 20 dB above masked threshold. It can therefore be summarized
that just-noticeable changes (variations as well as just-noticeable differences)
are larger by about a factor of 10 close to masked threshold and reach al-
most normal conditions for levels of test tones about 20 dB above masked
threshold.

7.5 Models of Just-Noticeable Changes

It is clearly nessary to differentiate between variations and differences in the
development of models for just-noticeable changes.

7.5.1 Model for Just-Noticeable Variations

The amplitude resolution of communication systems is one of their most im-
portant characteristics, but it is not easy to measure this characteristic in
our hearing system. Using pure tones, we have problems with the nonlinear-
ities of our hearing system. Using narrow-band noise, the self-modulation of
the noises distorts the effect that we are searching for. Only at very high
centre frequencies can a narrow-band noise be produced that sounds like a
steady sound, even though it is limited to a critical bandwidth. As outlined in
Fig. 7.3, the just-noticeable degree of modulation is found to be near 6% in
this case. This correlates with a threshold factor

s = ∆I/I = 0.25 , (7.5)

and a corresponding logarithmic threshold factor
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∆LS = 10 log (1 + ∆I/I) dB ≈ 1 dB . (7.6)

The second important factor in such systems is the frequency resolution.
We have seen that the critical bands provide a good first approximation for
frequency resolution. Actually, slopes of critical-band filters are not infinitely
steep but finite, and can be approximated by the steepness of 27 dB/Bark
towards low critical-band rates (low frequencies). Towards larger critical-
band rates (higher frequencies), the slope depends on level and decreases
with increasing level from about 27 dB/Bark to 5 dB/Bark over the 60-dB
range above 40 dB. In total, the frequency selectivity of our hearing system
can be approximated by the excitation level versus critical-band rate pattern.

The model for just-noticeable slow sound variations makes use of this
pattern. It exchanges the logarithmic threshold factor, ∆LS, for the corre-
sponding excitation level variation ∆LES. In this way a relatively simple
model for just-noticeable slow sound variations can be given: the threshold
of variation of the sound is reached when the excitation level produced by
the sound, LE, changes somewhere along the critical-band rate scale by more
than ∆LES = 1 dB.

This model assumes that the excitation level is picked up along the
critical-band rate scale by many detectors that act independently from each
other. In case of excitation-level variations that are in phase along the critical-
band rate scale, i.e. coherent, there may be an addition of probabilities or
other laws (not clear so far) that may influence the detectability somewhat.
These effects, however, are side effects that are only expected in rare cases,
and the assumption of the independently acting channels is satisfactory in
most cases.

For band-pass noise, we have an audible self-modulation of the sound.
This self-modulation is far above threshold, which means that detectors that
might signal the modulation are already responding. Such a situation also
occurs when a tone burst is compared with another tone burst of different
amplitude or frequency and the tone bursts are separated by a pause; the
subject has to say whether there is an audible difference between the two
bursts. In this case, there is also a strong change in amplitude or level that
leads to the fact that the detectors have already responded. This brings us
to the extended model described in the next paragraph. Let us first restrict
the model to just noticeable amplitude and frequency variations.

The excitation level versus critical-band rate pattern for a tone modu-
lated in amplitude is outlined schematically in Fig. 7.18. The solid curve
indicates the unmodulated condition, while the two broken lines indicate the
extreme values in an exaggerated fashion. Main excitation (the peak) and
lower slope excitation can be usefully approximated as moving up and down
in parallel. The upper slope, however, changes with level according to the
level dependence of the upper slope as the figure shows, i.e. not in parallel.
An increment of 1 dB may produce an increment of from 2 to 5 dB on the
upper slope (Fig. 4.9 gives this relation in quantitative form). This means
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Fig. 7.18. Schematic drawing of the change of excitation level versus critical-band
rate pattern as a consequence of amplitude modulation of a pure tone

that threshold for modulation is achieved when the upper slope – the most
sensitive one in this case – varies by more than 1 dB somewhere along its
extent. The corresponding variation of the main excitation is then two to
five times smaller than 1 dB. In other words, a modulation corresponding to
less than a quarter of one dB may be enough to produce an excitation-level
change at the upper slope that, at 1 dB, corresponds to threshold. Therefore,
the just-noticeable degree of modulation is smaller than 6% (i.e. smaller than
1 dB) at high levels; indeed, it can be almost as small as 1% (0.2 dB). Thus
it is understandable why amplitude modulation of pure tones at high levels
is so much more easily audible than at levels near 40 dB; the nonlinear rise
of the upper slope documented in Fig. 4.9 is the reason.

The model for just-noticeable level variations can be checked by adding
a simultaneous high-pass noise to the amplitude-modulated sinusoidal tone.
This is indicated in the inset of Fig. 7.19. For levels of the high-pass noise ad-
justed in such a way that the upper slope of the excitation level versus critical-
band rate pattern for the sinusoidal tone is masked, these upper slopes can
be prevented from contributing to the audibility of the modulation of the si-
nusoidal tone. The sinusoidal tone itself remains clearly audible. However,
the just-noticeable degree of amplitude modulation measured under such

Fig. 7.19. Just-noticeable degree of amplitude modulation of sinusoidal tones with-
out background noise (solid curve) and with additional high-pass noise (open cir-
cles) as a function of the sound pressure levels of the tones. Excitation level versus
critical-band rate patterns are indicated schematically in the inset
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conditions remains almost constant as a function of level. The open circles
in Fig. 7.19 clearly show this effect. The just-noticeable degree of amplitude
modulation measured under these conditions is more than a factor of four
larger at high levels near 90 or 100 dB than without additional high-pass
noise. Using the high-pass noise to eliminate the effciency of the upper slope
of the excitation level versus critical-band rate pattern, leads to a depen-
dence of the just-noticeable degree of amplitude modulation on level that
corresponds almost exactly to that measured with broad-band noise. This
is to be expected in cases in which the ear is unable to use the information
presented at the upper slope and indicates that the model predicts the results
correctly.

There is another way to check the model: listening to an 80-dB, 1-kHz
tone that is modulated only little above its threshold amplitude modula-
tion, one hears that the amplitude modulation leads to a fluctuation of the
sensation that corresponds only to a higher pitch. That part of the sensa-
tion that corresponds to the pitch of the tone itself remains constant and
does not fluctuate. The model was created in this way, i.e., by sitting in the
booth, listening as much as possible in detail and thinking about the detail’s
meaning.

Frequency modulation of a sinusoidal tone leads to an excitation level
versus critical-band rate pattern that can be approximated by a triangular-
like distribution that moves to the left and right along the critical-band rate
scale. Figure 7.20 shows such a pattern, where the solid distribution is that
of an unmodulated tone and the broken curves correspond to the patterns
created by the extreme frequency shifts of the modulation. Assuming that
the detectors along the critical-band rate scale are only able to react to level
changes, it becomes clear that we have to search for the location along the
critical-band rate scale that first reaches an excitation-level change of 1 dB as
the frequency variation is increased. Figure 7.20 indicates that this would be
the position of the lower slope of the excitation level versus critical-band rate
pattern. There, the slope is steepest and reaches 27 dB per Bark. The upper
slope of the pattern is flatter and produces a 1 dB level increment much
later. The excitation level increment of 1 dB is reached at the lower slope
when 2∆f × 27 dB/Bark = 1 dB. Because 1 Bark corresponds to the critical

Fig. 7.20. Schematic drawing of the change of the excitation level versus critical-
band rate pattern as a consequence of frequency modulation of a pure tone
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bandwidth, we can equally well express the steepness of the lower slope by
27 dB/∆fG. The just-noticeable variation in frequency, 2∆f , of sinusoidal
tones can therefore be calculated to be

2∆f = ∆fG/27 . (7.7)

Since the lower slope is independent of critical-band rate, the model leads
to direct proportionality between just-noticeable frequency variation, 2∆f ,
and the width of the critical band. The factor between the two should be
27, the constant lower slope in dB/∆fG. This value corresponds quite well
to the data outlined in Fig. 6.10. There, a factor of 25 is marked between
the two values. Our model therefore assumes that the high sensitivity of our
hearing system for variations in frequency is not established by the use of
specialized systems that react to frequency changes. Rather, the steep slopes
of the frequency selectivity of our hearing system are the reason for the high
sensitivity to frequency changes. This sensitivity is based on our hearing
system’s ability to indicate changes in excitation level that are of the size of
only 1 dB. It seems that our hearing system is using this sensitivity for level
changes together with its frequency selectivity to reach the high sensitivity
for frequency variations.

Using the model, we may be able to find a situation in which the upper
slopes of excitation level versus critical-band rate pattern may also be used
by our hearing system for detecting frequency changes. In order to establish
this, the effect of the lower slope has to be drastically reduced. This can be
done most easily by using low-pass noise in which the cut-off frequency is
varied periodically and was realized here for a cut-off frequency of 1 kHz.
The inset of Fig. 7.21 indicates the excitation level versus critical-band rate
patterns produced by such low-pass noises of different level. In the region of
small critical-band rates, only main excitations are produced; their level is
independent of critical-band rate up to the cut-off frequency. One effect has
to be considered in using noises: the quantitative value of the just-noticeable
modulation of a low-pass noise’s cut-off frequency is much larger in compari-
son to the frequency modulation of a sinusoidal tone, because of the statistical
self-modulation of the noise.

As indicated by the inset of Fig. 7.21, the upper slopes of the excitation
patterns become flatter with increasing level of the low-pass noise. Because
the only variation of excitation level – besides the fluctuation of the noise –
is that of the upper slope, the deviation of the cut-off frequency has to be-
come larger for increasing level, in order to reach the criterion corresponding
to the just-noticeable increment in excitation level. The just-noticeable fre-
quency modulation, 2∆f , of the cut-off frequency of the low-pass noise was
measured as a function of the level of the low-pass noise. The curve outlined in
Fig. 7.21 indicates a result that may at first be unexpected, but that is pre-
dicted by the model. Although the level increases, the sensitivity of our hear-
ing system to changes of the cut-off frequency of the low-pass noise decreases,
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Fig. 7.21. Just-noticeable modulation of the cut-off frequency (at 1 kHz) of low-
pass noise as a function of the level of the low-pass noise. The change of the excita-
tion level versus critical-band rate pattern with increasing level is shown schemat-
ically in the inset

i.e., the value 2∆f increases. This means that our hearing system becomes –
in contrast to our expectation – less sensitive to cut-off frequency variations
at higher levels. Normally, we think that we can hear better if we increase the
level. This unexpected behaviour is understandable in terms of the model.
The upper slope becomes flatter and flatter with increasing level; it decreases
from about 30 dB/Bark at low level to about 5 dB/Bark at high levels near
100 dB. This decrement of the slope corresponds to the rise in 2∆f from
about 40 Hz at 30 dB to about 240 Hz with the low-pass noise at a level of
100 dB.

The model can be used for threshold in quiet and masked thresholds. At
low frequencies it is assumed that the subject produces his/her own noise
as a consequence of the blood supply in the inner ear and of vibrations pro-
duced by the heart and muscles. We adapt to this noise because it is always
there and therefore we don’t usually hear it, particularly in our normal sur-
roundings. This kind of internal noise is especially strong at low frequencies.
At medium and high frequencies there may be noise produced in the neural
processing. The effect of low-frequency noise can be measured quantitatively
by closing up the outer ear canal comparing the noise measured with a probe
microphone in this closed condition, with the same measurement made in the
open condition. The noise increases and so does the threshold in quiet which –
under the closed condition – may no longer be called threshold in quiet be-
cause the internal noise is audible although it is faint.

Thresholds masked by noises can be calculated easily by using main ex-
citation and slope excitation levels. Because the model is based on masking
patterns that are transformed to excitation level patterns, it can also be used
in the other direction. This may be discussed quantitatively for white-noise
stimuli which produce main excitations. The self-modulation produced by
the noise in a high-frequency critical band becomes almost inaudible. There-
fore, the just-noticeable excitation level increment becomes 1 dB and the
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corresponding threshold factor 0.25. The corresponding masking index is −6
dB. For a test-tone frequency of 5 kHz, we may calculate the masked thresh-
old using the model. The width of the critical band reaches ∆fG = 1000 Hz
at 5 kHz. For an assumed density level of lWN = 40 dB, the level of the noise
that falls within the critical band at 5 kHz becomes

LG = lWN + (10 log 1000) dB = 70 dB . (7.8)

Because the masking index, av, corresponds to the difference between test-
tone level and critical-band level, i.e. LT = LG +av, the level of the test-tone
at masked threshold becomes LT = 64 dB. This value corresponds to the
data given in Fig. 4.1.

The calculation of the threshold of sinusoidal tones masked by white noise
can be generalized as follows:

LT = lWN + 10 log [∆fG(f)/Hz] dB + av(f) . (7.9)

The masking index, av, has negative values, and changes from −6 dB at high
frequencies to −2 dB at low frequencies. This has to be taken into account
if the threshold of a sinusoidal tone at 500 Hz, masked by white noise of the
same density used above, is calculated. There, critical bandwidth is 100 Hz
and the masking index is −2 dB. This leads to the level of the 500-Hz tone
at threshold

LT = 40dB + (10 log 100) dB − 2dB = 58dB. (7.10)

This calculated value also corresponds to the data given in Fig. 4.1. Thresh-
olds masked by low-pass or high-pass noises can be calculated in the same way.
Besides main excitations, slope excitations also have to be used. Moreover,
the level LT of a tone at threshold can be calculated for each critical-band
rate, z, using the following equations for the masking index av(z):

av(z) = [10 log s(z)] dB (7.11)

with s(z) being the threshold factor correlated with the logarithmic threshold
factor ∆LS(z) by the equation

s(z) = 10∆LS(z)/10 dB − 1. (7.12)

Because of the different self modulation of critical band wide noise at different
critical band rates, the logarithmic threshold factor ∆LS(z) depends on the
critical band rate z as follows:

∆LS(z) = (2.2 − 0.05z/Bark) dB. (7.13)

The use of excitation level versus critical-band rate patterns in the model
is an example of the usefulness of these patterns. It seems to be one of the
most basic patterns that our hearing system uses and appears to be crucial
in many psychoacoustical effects and sensations.
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7.5.2 Model for Just-Noticeable Differences

Memories for pitch and loudness have to be included in the process of mod-
elling just-noticeable differences in frequency and amplitude. Therefore, the
model for just-noticeable differences has to include models for pitch and loud-
ness. Consequently, it becomes more complicated, although it contains sub-
models for pitch and loudness that have already been discussed, or will in
the next chapter. Figure 7.22 shows the whole model. The incoming sound
produces the excitation level versus critical-band rate pattern that is used
to produce pitch and pitch strength, and loudness and specific loudness. The
corresponding data are transferred to the pitch memory and the loudness
memory. These values of the first of the two sounds to be used in measuring
just-noticeable differences, are stored and can be compared with the incoming
values of the second sound. The just-noticeable difference in frequency de-
pends strongly on pitch strength and increases with decreasing pitch strength.

Fig. 7.22. Block diagram representing a model for just-noticeable differences in
pitch and loudness and for just-noticeable variations (the lowest box, simplified)
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Therefore, as a first approximation, it is assumed that the just-noticeable dif-
ference in frequency can be expressed in an increment along the critical-band
rate scale that is independent of frequency, but which increases reciprocally
with the pitch strength of the sound in question (pitch strength was discussed
in Chap. 5).

Just-noticeable differences in amplitude, JNDL, are received as just-
noticeable differences in loudness. It seems that it is not the absolute in-
crement of loudness that is responsible for JNDL, but a relative increment.
The just-noticeable increment in specific loudness at a certain critical-band
rate, or the sum of up to 3 neighbouring specific loudnesses, are the values
that seem to be related to the total loudnesses of the two sounds being com-
pared. These partial loudnesses cannot be defined exactly with the data so
far available, but seem to play an important role if JNDL is measured un-
der partial masking. The lowest block in Fig. 7.22 indicates the production
of just-noticeable variations, in particular modulations, discussed in former
sections.
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Loudness belongs to the category of intensity sensations. The stimulussensa-
tion relation cannot be constructed from the just-noticeable intensity varia-
tions directly, but has to be obtained from results of other types of measure-
ment such as magnitude estimation. In addition to loudness, loudness level
is also important. This is not only a sensation value but belongs somewhere
between sensation and physical values. Besides loudness in quiet, we often
hear the loudness of partially masked sounds. This loudness occurs when a
masking sound is heard in addition to the sound in question. The remain-
ing loudness ranges between a loudness of “zero”, which corresponds to the
masked threshold, and the loudness of the partially masked sound is mostly
much smaller than the loudness range available for unmasked sound. Partial
masking can appear not only with simultaneously presented maskers but also
with temporary shifted maskers. Thus the effects of partially masked loudness
are both spectral and temporal.

8.1 Loudness Level

Loudness comparisons can lead to more precise results than magnitude esti-
mations. For this reason the loudness level measure was created to charac-
terize the loudness sensation of any sound. It was introduced in the twenties
by Barkhausen, the researcher whose name was shortened to create a unit
for critical-band rate, the Bark. Loudness level of a sound is the sound pres-
sure level of a 1-kHz tone in a plane wave and frontal incident that is as
loud as the sound; its unit is “phon”. Loudness level can be measured for
any sound, but best known are the loudness levels for different frequencies of
pure tones. Lines which connect points of equal loudness in the hearing area
are often called equal-loudness contours. They have been measured in sev-
eral laboratories and hold for durations longer than 500 ms. Equal-loudness
contours for pure tones are shown in Fig. 8.1. Because of the definition, all
curves have to go through the sound pressure level at 1 kHz that has the
same value in dB as the parameter of the curve in phon: the equal-loudness
contour for 40 phon has to go through 40 dB at 1 kHz. Threshold in quiet,
where the limit of loudness sensation is reached, is also an equal-loudness
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Fig. 8.1. Equal-loudness contours for pure tones in a free sound field. The para-
meter is expressed in loudness level, LN, and loudness, N

contour. Because threshold in quiet corresponds to 3 dB at 1 kHz and not to
0 dB, this equal-loudness contour is indicated by 3 phon.

The equal-loudness contours outlined in Fig. 8.1 have a shape for low
loudness levels such as 20 phon that is almost parallel to the threshold in
quiet. This is especially true for frequencies above about 200 Hz and, in
that frequency range, also holds for larger loudness levels. At low frequen-
cies, however, equal-loudness contours become shallower with higher levels. A
50-Hz tone of 50 dB sound pressure level reaches a loudness level of about
20 phon, but a 50-Hz tone of 110 dB sound pressure level reaches 100 phon.
The difference between the numbers in phon and the numbers in dB is 30
at low levels but only 10 at high levels. The most sensitive area of threshold
in quiet, the frequency range between 2 and 5 kHz, corresponds to a dip in
all equal-loudness contours. For high levels, this dip seems to become even
deeper, i.e. tones in that frequency range are even louder than expected from
a parallel shift of threshold in quiet.

Equal-loudness contours are normally drawn for a frontally-incident plane
sound field. However, in many cases the sound field is not a plane sound field
but similar to what is known as a diffuse sound field, in which the sound comes
from all directions. Our hearing system is not equally sensitive to sounds com-
ing from different directions and the direction dependence depends also on
frequency. For this reason, the equal-loudness contours for a plane sound
field and contours for a diffuse sound field are different. This difference can
be most easily expressed as the attenuation, aD, that is necessary to produce
equal loudness in the plane field and the diffuse field. Figure 8.2 shows the
dependence of this attenuation aD on frequency. At low frequencies, this at-
tenuation is negligible because our hearing system acts as an omnidirectional
receiver. At 1 kHz, the attenuation is −3 dB. This means that the sound
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Fig. 8.2. Attenuation, aD, necessary to produce the same equal loudness of a pure
tone in a diffuse and in a free sound field as a function of the pure tone’s frequency

pressure level of the 1-kHz tone in a diffuse field must be 3 dB smaller than
the sound pressure level of the 1-kHz tone in a plane sound field, to produce
equal loudness. The measurements leading to the results expressed as aD are
not performed with sinusoidal tones but with narrow-band noises. Therefore,
the frequency plotted as the abscissa in Fig. 8.2 may be seen as the centre fre-
quency of a narrow-band noise. Towards higher frequencies, the attenuation,
aD, increases again and reaches about 2 dB at 2.5 kHz. For even higher fre-
quencies, however, aD decreases. Using the data plotted in Fig. 8.2 together
with those plotted in Fig. 8.1, the equal-loudness contours of the diffuse
sound field can easily be constructed. Equal-loudness contours for sinusoidal
tones or narrow-band noises indicate the interesting dependence of loudness
on frequency. However, loudness depends on many more variables such as
bandwidth, frequency content, and duration. Consequently, it is too simple
to approximate loudness level by a single weighting such as the A-weighted
sound pressure level. Because A-weighting has a frequency dependence that
corresponds to that of the equal-loudness contours at low levels, A-weighted
sound pressure level approximates loudness level only for sinusoidal tones or
narrow-band noises at lower levels. Therefore, dB(A)-values of noises or com-
plex tones, or combinations of both, are misleading when used as indications
of subjectively perceived loudness.

8.2 Loudness Function

The sensation that corresponds most closely to the sound intensity of the
stimulus is loudness. The sensation-stimulus relation of loudness can be mea-
sured by answering the question how much louder (or softer) a sound is
heard relative to a standard sound. This can be achieved by either searching
for a ratio by changing the stimulus, or by judging a ratio of two sensations
produced by two given stimuli. In electroacoustics and psychoacoustics, the
1-kHz tone is the most common standard sound. Instead of sound intensity,
the sound intensity level is usually given. In the free-field condition, this value
corresponds to the sound pressure level. The level of 40 dB of a 1-kHz tone
was proposed to give the reference for loudness sensation, i.e. 1 sone.

For loudness evaluations, the simplest ratio is doubling and halving. In
this case, the subject searches for the level increment that leads to a sensation
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that is twice as loud as that of the starting level. The average of many mea-
surements of this kind indicates that the level of the 1-kHz tone in a plane
field has to increase by 10 dB in order to enlarge the sensation of loudness
by a factor of two. For example, the sound pressure level of 40 dB has to be
increased to 50 dB in order to double the loudness, which then corresponds
to 2 sone. In order to plot the loudness function over the whole level range,
experiments of halving and doubling the loudness at different levels have to
be performed. The data outlined in Fig. 8.3 show the level increment needed
to produce a sensation that would be called twice as loud as the starting level.
A decrement of the same size would correspond to halving the loudness. The
results show that this level increment or decrement is almost independent of
the 1-kHz level for values larger than 40 dB. This means that the exponent
of the loudness function, which in this range corresponds to a power law, can
be calculated as follows: a 10 dB increment produces an increment in loud-
ness of a factor of 2, which in logarithmic values would be equivalent to an
increment of 3 dB. Therefore, the exponent of the power law expressing the
loudness function of the 1-kHz tone for levels above 40 dB is 3/10, i.e. 0.3.
At sound pressure levels below 40 dB, the level difference needed for loudness
doubling and halving becomes smaller. It reaches 5 dB at levels of 20 dB and
only 2 dB at levels near 10 dB SPL. This means that the loudness function
becomes much steeper at these low levels.

Using as the reference point the loudness of a 40-dB 1-kHz tone, corre-
sponding to a loudness of 1 sone, the loudness function can be calculated. It
is shown in Fig. 8.4 by the solid line. The abscissa is the level of the 1-kHz
tone, the ordinate the loudness on a logarithmic scale. The exponent of the
power law that corresponds to a straight line is given by the steepness of the
straight line that occurs for levels above about 30 dB. At levels below 30 dB
of the 1-kHz tone, the power function is no longer usable as an approxima-
tion. The difference between the broken line (corresponding to the power law)

Fig. 8.3. Level increment (or decrement) necessary to produce a doubling (or
halving) of the loudness of a 1-kHz tone as a function of its level; Track 30
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Fig. 8.4. Loudness function of a 1-kHz tone (solid line) and of uniform-exciting
noise (dotted); loudness is given as a function of the sound pressure level. Approxi-
mations using power laws are indicated as broken and as dashed-dotted lines together
with their corresponding equations

and the solid line shows the disagreement. At levels below 10 dB, the loudness
of the 1-kHz tone decreases drastically and reaches zero at an SPL of 3 dB.
This “zero” corresponds on a logarithmic scale to a value at minus infinity.
In other words, the loudness function must reach a vertical asymptote for the
threshold in quiet that corresponds to a level of 3 dB.

The loudness function is normally given for the 1-kHz tone. However, it
can also be plotted for other frequencies using equal-loudness contours. Be-
cause loudness level measured in phon corresponds to the sound pressure
level of the equally loud 1-kHz tone, the equal-loudness contours plotted in
Fig. 8.1 can be marked – besides the loudness level in phon – also with the
corresponding loudness. Because an increment of 10 phon corresponds to a
doubling of loudness, an increment of 20 phon corresponds to an increment
in loudness by a factor of 4. Therefore, the parameter of 60 phon can be
transformed to a loudness of 4 sone, 80 phon to a loudness of 16 sone, 100
phon to a loudness of 64 sone, and so on. At loudness levels below 40 phon,
the loudness decreases more quickly. This leads to the fact that the loudness
corresponding to 20 phon is more than a factor of 4, indeed a factor of 6.6
lower than the loudness corresponding to 40 phon. The loudness value corre-
sponding to 20 phon is 0.15 sone. As discussed above, the threshold in quiet,
which corresponds to the 3-phon equal-loudness contour, must correspond by
definition to the 0-sone curve.
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8.3 Spectral Effects

The spectral distribution of a sound can be either narrow or broad. The
narrowest sound with respect to bandwidth, is a sinusoidal tone. The sound
being most broad and at the same time most equally distributed – not with
respect to physical values but with respect to the characteristics of the hu-
man ear – is uniform exciting noise. This noise produces the same intensity
for each critical band. It indicates the end of a scale that represents a sinu-
soidal tone at one end and the uniform exciting noise at the other; different
spectral bandwidths fall in between. If loudness depends on spectral effects,
the uniform-exciting noise ought to produce the biggest effect.

When measuring loudness level of an object sound by a method of adjust-
ment, one type of experiment involves adjusting the object sound until it is
as loud as the standard sound. However, a second experiment is needed to re-
move the bias from the experimental results. In this experiment, the standard
sound has to be adjusted to be equally as loud as an object sound of fixed
level. Using uniform exciting noise as the object sound, the results of the two
experiments are outlined in Fig. 8.5. In this figure – in contrast to all other
figures displayed in this chapter – both the medians and interquartile ranges
of the standard loudness level and object loudness level are given. Inspection

Fig. 8.5. Level of a 1-kHz tone necessary to sound as loud as a uniform exciting
noise (UEN), the level of which is the abscissa. Medians and interquartile ranges are
given for the two possible variables (variation of the 1-kHz tone and variation of the
uniform exciting noise), using the method of adjustment. The solid line corresponds
to the interpolated loudness level, the broken line corresponds to the relationship
“equal level = equal loudness”
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of these data shows that varying the object sound leads to somewhat differ-
ent results from varying the standard sound. This means that object loudness
level and standard loudness level are different. It is the interpolated loudness
level that represents the average results from the two kinds of measurements.

Inspecting the two data sets more carefully, it becomes clear that there is
a systematic difference between the results. It seems that at least for sounds
that are not extremely loud, i.e. have an SPL smaller than about 80 dB, the
subjects have the tendency to set the variable sound louder than expected.
This seems to be reasonable for faint and intermediate loud sounds. In this
case, the subjects want to have the sound in a loudness range that corresponds
to good audibility, i.e. fairly loud. In consequence, we see vertical bars related
to the standard loudness level above the interpolated loudness level, indicated
as the solid line. The object loudness level is shown by the horizontal bars and
is located to the right of the solid line, again at higher levels. The solid line
indicates the interpolated loudness level, i.e. the loudness level that would be
measured directly using a method of constant stimuli instead of the method of
adjustment. This is the curve that is usually used when referring to loudness
level.

A comparison between the loudness level, i.e. the level of the equally loud
1-kHz tone, and the level of the uniform exciting noise makes it clear that
uniform exciting noise is much louder than a 1-kHz tone at the same sound
pressure level. The broken line in Fig. 8.5 represents equal level of the two
sounds. For low levels, the two sounds are almost equally loud at equal level;
for very faint levels the broad-band noise is even less loud than the 1-kHz tone.
Above about 20 dB, however, the uniform exciting noise produces a larger
loudness than the 1-kHz tone of the same level. A uniform exciting noise of
40 dB is as loud as a 1-kHz tone of 55 dB. This difference is largest near 60
dB of the uniform exiting noise, where the 1-kHz tone of equal loudness has
to have an SPL of 78 dB, i.e. 18 dB more. For larger levels, the difference
becomes somewhat smaller. However, even for an SPL of 100 dB for the
uniform exciting noise, it still has a 15 dB lower level than the equally-loud
1-kHz tone.

Because uniform exciting noise is an important sound characterized by
its extremely large bandwidth, it is of interest to know its loudness function.
Using the loudness function of the 1-kHz tone as one set of data, and the
relationship outlined in Fig. 8.5 as another set of data, it is possible to con-
struct the loudness function for uniform exciting noise. The result of that
procedure is shown in Fig. 8.4 by the dotted line, using the same reference
point as for the 1-kHz tone, namely that 1 sone corresponds to the loudness
produced by a 40-dB, 1-kHz tone. This loudness of 1 sone is already reached
for uniform exciting noise at a level of about 30 dB. The loudness of the uni-
form exciting noise rises somewhat more steeply with level than the loudness
of the 1-kHz tone, at least for levels of the uniform exciting noise below about
60 dB. Above this level, the loudness function can be approximated by the
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dotted-dashed straight line in Fig. 8.4. This means that again a power-law
relationship exists; its exponent however, is smaller than that for the loudness
function of the 1-kHz tone. It has a value of only 0.23 with the consequence
that the two loudness functions, that of the 1-kHz tone, and that of uni-
form exciting noise come closer together at higher levels. It is interesting to
note that the loudness of a 60-dB uniform exciting noise is about 3.5 times
larger than the loudness of the 1-kHz tone of the same level. This distinct
effect plays an important role in judging the loudness of noises. Because A-
weighted sound pressure level is relatively close to the overall sound pressure
level of broadband noises, it becomes evident that A-weighted sound pressure
level creates misleading values when used as indication for the loudness of
broad-band noises.

The 1-kHz tone and the uniform exciting noise differ especially in band-
width. It therefore seems reasonable to measure loudness as a function of
bandwidth. Doing so, it is necessary to take care of an effect that is out-
lined in Fig. 8.6. The intensity density, dI/df , also called spectral density, is
frequency independent for white noise which is normally created by a noise
generator. Adding a band-pass filter in sequence with the noise generator,
and varying the bandwidth of the filter, leads to sounds with unchanged in-
tensity density. Their total intensity, however, changes in direct proportion
to bandwidth. Because we already know that loudness depends strongly on
sound level, we have to take care to keep the sound pressure level of the
noise constant when the bandwidth is changed. This means that the total
sound intensity, given by the area below the curves in Fig. 8.6, has to be kept
constant. This is only possible by reducing the intensity density in the same
way as the bandwidth is increased, as demonstrated in Fig. 8.6 at a centre
frequency of 1 kHz.

The results of loudness comparisons between band-pass noise and 1-kHz
tones are given in Fig. 8.7. The level of the equally-loud 1-kHz tone is used as
the ordinate, and the bandwidth of the band-pass noise at a centre frequency

Fig. 8.6. Intensity density of band-pass noises producing the same overall intensity
for different bandwidths
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Fig. 8.7. Level of a 1-kHz tone judged as loud as a band-pass noise plotted as
a function of its bandwidth. Parameter is the overall sound pressure level of the
band-pass noise; the centre frequency is 1 kHz

of 1 kHz is the abscissa. The parameter in the diagram is the level of the
band-pass noise that is kept constant along each curve. The data show that
band-pass noise of small bandwidths is as loud as the 1-kHz tone of the
same level. This simple relationship holds only up to a certain bandwidth.
This bandwidth at 1 kHz is about 160 Hz, and corresponds to the critical
bandwidth. For bandwidths above the critical bandwidth, the loudness of
the band-pass noise increases, i.e. the level of the equally loud 1-kHz tone
given as the ordinate increases. Only for very low levels of the noise, such as
20 dB, the increment of the curve is very small; it even changes to a decrement
at larger bandwidth at this low level. At high levels of the band-pass noise,
such as 80 dB, the increment in loudness above the critical bandwidth is not
as pronounced and reaches only 11 dB in contrast to 15 dB at medium levels
such as 60 dB. This means that a white noise with a bandwidth of 16 kHz
and a sound pressure level of 60 dB produces a loudness level of 75 dB. This
value is somewhat smaller than that found for uniform exciting noise, but
indicates that the loudness of the white noise is almost three times that of
the 1-kHz tone of equal sound pressure level.

The data of Fig. 8.7 indicate clearly that the dependence of loudness
on the bandwidth of band-pass noise follows two different rules: one rule
indicates independence of bandwidth at small bandwidths, and only holds up
to a characteristic bandwidth. The other rule holds for bandwidths beyond
that characteristic bandwidth, and indicates that loudness increases with
increasing bandwidth. The characteristic bandwidth that separates these two
regions from each other is the critical bandwidth which amounts to 160 Hz
at a centre frequency of 1 kHz. The results of comparable measurements for
different centre frequencies show that the characteristic bandwidth agrees
with the critical bandwidth measured using other methods. This means that
critical bandwidth plays a very important role in loudness sensation. Actually,
results of measurements such as those described in Fig. 8.7 for different centre
frequencies, have been used to define critical bandwidth.
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Fig. 8.8. Level of a 1-kHz tone judged as loud as a two-tone complex, each tone
with 60 dB SPL and centred at 1 kHz, as a function of the frequency separation
∆f of the two tones. The broken line indicates the overall level of the two tones

Another way to study the dependence of loudness on bandwidth is to
measure the loudness of two tones of equal level as a function of their fre-
quency separation, ∆f . The results of such measurements, again at a centre
frequency of 1 kHz, are plotted in Fig. 8.8. The level of each tone was 60 dB.
The figure shows the level of a 1-kHz tone judged to be equal in loudness
to the two-tone complex. For small frequency separations up to about 10 Hz,
the hearing system is able to follow the beats between the two tones that
lead to a loudness sensation corresponding to the peak value reached within
the beating. The peak corresponds to twice the sound pressure of the single
tone, and leads to a loudness level of 66 phon. This means that for narrow
frequency separations, the loudness level is determined by the peak value of
the sound pressure reached within the beating period. In order to estimate
the loudness level of such a two-tone complex, we have to add the sound
pressures of the two tones.

For larger frequency distances between the two tones, i.e. in the range
of 20 Hz up to about 160 Hz, the equally loud tone is constant in level and
matches at about 63 dB. This corresponds to an addition of the sound in-
tensities. In other words, in that region of frequency separation in which the
ear no longer takes into account the temporal variation of the envelope of the
sound pressure, the sound intensity is the value that creates loudness. For a
frequency separation larger than about 160 Hz, the level of the equally loud
1-kHz tone, i.e. the loudness level, increases strongly. This increment shows
a continuous rise that leads, at a frequency separation of 2000 Hz (1 kHz is
the geometric mean of f1 at 400 Hz and f2 at 2400 Hz), to an increment of
10 dB relative to the single 1-kHz tone. Because an increment of 10 dB of
the 1-kHz tone corresponds to a doubling of loudness, we can represent the
development of loudness for large frequency distances of the two tones by as-
suming that the loudness of the complex is the sum of the loudnesses of each
tone. The transition of frequency separations between intensity addition at
intermediate frequency separation, and loudness addition at larger frequency
separations, leads again to the critical bandwidth. Similar dependencies have
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been measured for other centre frequencies. In other words, critical band-
width plays an important role not only for the loudness of noises of different
bandwidth, but also for the loudness of two-tone complexes as a function of
the frequency separation of the tones.

Similar results can be achieved by using three instead of two tones. In this
case, it is convenient to use amplitude or frequency modulation. Because fre-
quency modulation can be described by three lines only for relatively small
modulation indices, it is better to use three lines that produce amplitude
modulation, and to put the carrier for 90◦ out-of-phase to produce quasi-
frequency modulation (QFM). It is meaningful, in this case, not to use the
frequency distance between two adjacent lines, but to use the total band-
width of this three-component sound, which is equivalent to 2fmod, i.e. twice
the modulation frequency. The results outlined in Fig. 8.9 correspond to a
centre frequency (equivalent to the carrier frequency) of 1 kHz, to a sound
pressure level of the carrier of 45 dB and to a degree of amplitude modulation
of 0.5. For amplitude modulation and low modulation frequency, we again see
an increment of the level of the equally loud 1-kHz tone (ordinate) by about
3 dB, corresponding approximately to the peak value of the sound pressure
reached in this case.

Fig. 8.9. Level of a 1-kHz tone judged as loud as a 50% amplitude-modulated 1-kHz
tone of 45 dB SPL as a function of the overall bandwidth, i.e. twice the modulation
frequency. The horizontal broken line indicates data produced for quasi-frequency-
modulated tones. The vertical broken line indicates the critical bandwidth

For modulation frequencies larger than 10 Hz (2fmod = 20 Hz), a mini-
mum which corresponds to the sound pressure level increases quickly when
2fmod exceeds 160 Hz, i.e. when fmod exceeds 80 Hz. For modulation frequen-
cies of 200 Hz, which means a total bandwidth of 400 Hz, a loudness level of 50
phon is reached. This result again indicates the two regions in which different
laws are pursued by our hearing system; the dividing line is indicated even
more drastically when quasi-frequency modulation (QFM) is used. In this
case, the peak value produced by the three-tone complex does not increase
much, and therefore at low frequencies of modulation the equally loud 1-kHz
tone shows a level that corresponds to the level of the unmodulated tone.
This way, the curve shows two clear-cut regions. One region is characterized
by loudness level of the three-tone complex, being independent of modulation
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frequency up to the value where 2fmod reaches the critical bandwidth. In the
upper range, loudness increases with increasing modulation frequency. The
difference between amplitude modulation (AM) and quasi-frequency modu-
lation (QFM) holds only for conditions in which the ear is able to distinguish
between the two different time functions of the envelopes. In this case, AM
produces larger peak values and therefore larger loudness sensations than
QFM. For modulation frequencies larger than about 10 Hz, the difference in
phase of one component of the three-tone complex does not change loudness
sensation. The strong influence of the critical bandwidth, however, is clearly
seen when the loudness level of a three-tone complex produced by modulation
is plotted as a function of modulation frequency.

8.4 Spectrally Partial Masked Loudness

A white noise with a density level of 30 dB shifts the threshold in quiet to a
masked threshold in such a way that a 1-kHz tone of 50 dB sound pressure
level is just audible in the noise. This means that the loudness of this 1-kHz
tone, which in unmasked conditions would be 2 sone, decreases to 0 sone.
When the level of the 1-kHz tone is increased to 80 dB, the loudness of the
tone is close to the loudness produced in unmasked conditions. This means
that the masking sound not only produces a shift of the threshold in quiet to
masked threshold, but also produces a masked loudness function that has
to be steeper than the unmasked loudness curve. A so-called partial masked
loudness curve is produced. Figure 8.10 shows the effect of pink noise with
a level of 40 and 60 dB per 1/3 octave band on the loudness of a 1-kHz
tone, which is measured as a function of its level. The asymptote towards low
loudness is reached by definition at masked threshold, which occurs under
this condition near 37 and 57 dB. Above masked threshold, loudness rises
very steeply and, at levels about 20 to 30 dB above masked threshold, almost
reaches the unmasked loudness. The broken line in Fig. 8.10 corresponds to
the unmasked 1-kHz loudness function. In the case of the softer masker, the
difference between partially masked and unmasked loudness function shrinks
at the 70-dB sound pressure level of the 1-kHz tone to only about 10%. For
even higher levels of the 1-kHz tone, the difference becomes unmeasurably
small. This means that partial masking produces a loudness function that
is comparable to that described by audiologists as recruitment. The effect
illustrated in Fig. 8.10 seems reasonable and understandable from what we
have learned in everyday conditions where communication very often takes
place under partially masked conditions.

Another effect is surprising but also important for understanding the de-
velopment of loudness. In order to demonstrate this spectrally partial masked
loudness effect, a high-pass noise with a cut-off frequency of 1 kHz outlined in
the inset of Fig. 8.11 is used. This high-pass noise has a sound pressure level
of 65 dB in each critical band, and would mask a 1.1-kHz tone if the tone
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Fig. 8.10. Loudness of a 1-kHz tone as a function of its level. The broken line indi-
cates the unmasked condition while the solid lines and symbols show the loudness
of the tone, with an additional masking pink noise having a level of 40 dB and
60 dB per 1/3 octave band; Track 31

and noise were presented simultaneously. In order to start with an almost
unmasked condition, a 500-Hz tone is used instead of a 1-kHz tone. In this
case, the distance ∆f (see inset of Fig. 8.11) amounts to 500 Hz. Alternating
with the simultaneously presented 500-Hz tone plus the high-pass noise, a
1-kHz tone is presented without additional noise. This tone is adjusted in
level so that it sounds as loud as the 500-Hz tone. This way, the loudness of
the partially masked 60-dB tone at 500 Hz can be obtained. The distance ∆f
between the 60-dB tone and the cut-off frequency is then changed in steps

Fig. 8.11. Partially masked loudness of a sinusoidal tone of 60-dB sound pressure
level. The frequency separation ∆f between the tone and the cut-off frequency of
the masking high-pass noise (indicated in the schematic drawing of the inset) is the
abscissa; Track 32
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to smaller values. The data indicate that the high-pass noise influences the
loudness of the 60-dB tone, even though the tone and the noise have different
spectral content.

For large ∆f , the influence of the high-pass noise is negligible. For a
frequency distance of only 100 Hz, however, the loudness of the 60-dB,
900-Hz tone is reduced to only half of the loudness of the 900-Hz tone pre-
sented in quiet. This means that the high-pass noise reduces the loudness of
the tone. Figure 8.11 shows the equivalent loudness of the partially masked
60-dB tone, as a function of the frequency separation ∆f between the tone
and the cut-off frequency of the high-pass noise. For large ∆f , the partial
masking is very small. It increases with decreasing frequency separation in
such a way that the loudness of the partially masked 60-dB tone becomes
very small for a frequency separation zero, i.e. when the frequency of the
tone is equal to the cut-off frequency of the high-pass noise. Because a high-
pass filter with a very steep slope is used to produce the high-pass noise, the
effect represents a characteristic of our hearing system and is not determined
by the slope of the high-pass noise. The effect is psychoacoustically impor-
tant. It indicates that the loudness of a pure tone that encompasses a very
small spectral width is not developed only at a certain location along the
frequency scale, but in a larger area along the critical-band rate: high-pass
noise decreases the loudness of the tone even though the tone and the par-
tially masking high-pass noise are spectrally separated. The results of such
experiments are the key to the model for loudness.

8.5 Temporal Effects

Most natural sounds are not steady but strongly time dependent; the loudness
of such sounds is also a function of time. Typical examples are speech or
music, and also quite a few technical noises that sound impulsive or rhythmic
where the loudness cannot be described by steady-state condition. Therefore,
the loudness of single tone bursts as a function of the duration, and the
loudness of sequences of sound bursts as a function of their repetition rate
are of interest.

The loudness of a tone burst decreases for durations smaller than about
100 ms. For longer durations, the loudness is almost independent of duration.
Figure 8.12 shows this effect with a 2-kHz tone burst which, when presented
in steady-state condition at a level of 57 dB, would produce a loudness of
4 sone. A frequency of 2 kHz, i.e. higher than the standard frequency of
1 kHz, was chosen in order to be able to measure at shorter durations without
producing additional bandwidth effects. The loudness of this tone is plotted
as a function of its duration. The effect of duration occurs for bandwidths
larger than critical bandwidth, 300 Hz in this case. Accordingly, durations as
short as 3 ms can be used. In order to exclude spectral effects even further,
the tone bursts are produced with Gaussian-shaped rise and fall times of



8.5 Temporal Effects 217

Fig. 8.12. Loudness of a burst extracted form a 2-kHz tone with an SPL of 57 dB
as a function of tone-burst duration; Track 33

1.5 ms. The curve shown in Fig. 8.12 indicates that loudness remains constant
for a duration larger than about 100 ms. Loudness decreases with shorter
durations and is reduced by a factor of 2, which means a loudness reduction
to 2 sone, at a duration of about 10 ms. The curve continues towards shorter
durations in a similar fashion. Reducing the duration by another factor of 10,
the loudness again decreases by a factor of about two and would reach, at a
duration of 1 ms, a loudness of 1 sone. At this short duration, however, the
rise/fall time has to be reduced and the measurement becomes meaningless
because of the greatly enlarged spectral width.

A factor of two in loudness corresponds to a loudness level difference
of 10 phon. Therefore, it may be interesting to see the results of Fig. 8.12
with a loudness level ordinate. This transformation leads to Fig. 8.13, which
indicates that loudness level decreases by 10 phon if the duration is re-
duced by a factor of 10. The broken rising line indicates this approximation,
which approaches the steady-state condition (the horizontal) at a duration of
100 ms. Similar results have been produced at several other frequencies and
lead to the same dependence, which can be expressed most easily for durations
below 100 ms by the following approximation: the loudness level increases
for 10 phon for each 10-fold rise of the duration of the tone burst. Above
100 ms, the loudness level is approximately independent of duration.

The loudness level of a tone burst of 5 ms duration is marked in Fig.
8.13 with a dot. The corresponding loudness level is 47.5 phon. Starting with
this single 2-kHz tone burst of 5 ms duration, the dependence of loudness
level on repetition rate is measured. Figure 8.14 indicates the measured de-
pendence as a solid curve. It starts at a very low repetition rate of 1 Hz
with a loudness level equivalent to that of a single burst, i.e. 47.5 phon.
With increasing repetition rate, the abscissa in Fig. 8.14, the loudness level
initially remains constant. For repetition rates higher than about 5 Hz, the
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Fig. 8.13. Loudness level of a burst extracted from a 2-kHz tone with 57 dB SPL
as a function of burst duration. Broken lines indicate useful approximations

Fig. 8.14. Loudness level of a tone burst lasting 5 ms extracted from a 57-dB,
2-kHz tone as a function of repetition rate. At a repetition rate of 200 Hz, the
steady-state tone is reached. Broken lines indicate useful approximations

loudness increases. The repetition rate can be further increased up to the final
value of 200 Hz. There, the tone-burst sequence merges into a steady-state
tone and produces, as expected, a loudness level of 60 phon – the loudness
level for the steady-state condition (very long duration) shown in Fig. 8.13.
Meaningful approximations are plotted in Fig. 8.14 as broken straight lines,
and correspond to those outlined in Fig. 8.13. Up to a repetition rate of
10 Hz, loudness level remains approximately constant. For repetition rates
above 10 Hz, loudness level increases by 10 phon if the repetition rate is in-
creased by a factor of 10. Similar results have been obtained at other test-tone
frequencies.

The repetition rate can be increased above 200 Hz if the duration of
the single tone burst is shortened below 5 ms. This can be done only for
higher test-tone frequencies. In such cases, the rise of the loudness level con-
tinues further and indicates that the approximation, which is not perfect in
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Fig. 8.14, becomes better at higher frequencies. More important, however, is
that the solid curve of Fig. 8.14 is very similar at high test-tone frequencies.

8.6 Temporally Partial Masked Loudness

Besides the spectral effects which influence partial masking that were de-
scribed in Sect. 8.4, there also exist temporal effects which influence partially
masked loudness. Such effects at threshold have already been discussed as
pre- and post-masking. The effect of pre-masking on loudness is quite in-
teresting and can be measured if a second loud sound reduces the loudness
of a preceding short sound when separated from the second by only some
10 ms. An example of such an effect is indicated in Fig. 8.15. The inset shows
the temporal configuration of the two sounds. A 5-ms, 60-dB, 2-kHz tone
burst preceeds a uniform exciting noise burst with a critical-band level of
65 dB. The distance between the test-tone burst and the uniform exciting
noise burst is indicated by ∆t. The loudness of the test-tone burst is mea-
sured by comparing it with the loudness of a 2-kHz tone burst, also of 5-ms
duration, which is not followed by the uniform exciting noise. The solid curve
of Fig. 8.15 shows the results of such loudness comparisons by indicating the
loudness of the temporally partial-masked tone burst as a function of the gap
duration between the tone burst and the following uniform exciting noise. The
loudness of the 5-ms, 2-kHz test-tone burst in unmasked condition reaches
about 1.9 sone. This value is also obtained with large values of ∆t near
200 ms. If the distance ∆t is reduced to 100 ms, the loudness of the test-
tone burst decreases only a little. For shorter gap durations, however, the
loudness of the test-tone burst decreases drastically and reaches zero near
∆t = 5 ms; at this value of ∆t, the test-tone burst is totally masked by the
following uniform exciting noise. For a gap duration of 40 ms, the loudness

Fig. 8.15. Temporal partially masked loudness of a 5-ms, 60-dB, 2-kHz tone that is
presented before the onset of a uniform-exciting noise as a function of the temporal
distance indicated in the inset
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of the test-tone burst is reduced by about a factor of two. Decreasing the gap
further to about 20 ms reduces the loudness again by another factor of two.

Similar effects can be measured at other test-tone frequencies and with
different sounds. The effect can be measured most easily for sounds which
have different characteristics in timbre. Tones and noises are very useful for
this reason. However, complex tones, or tones composed of many harmonics
can also be used, instead of pure tones. The effect is relatively independent
of the type of test sound.

Temporally partial masked loudness does not, of course, mean that we
are able to listen into the future. Rather, the effect indicates that our hearing
system needs some time to develop the sensation of loudness. The short tone
burst produces a sensation that is not fully developed within the 5 ms of
its presentation, but needs much more time. If, during that time, a strong
uniform-exciting noise is presented, the development of the loudness of the
short tone burst is interrupted. This means that the full development of
loudness of the tone burst is partially reduced by the following noise. The
development of sensations follows a rule well known in many other systems:
the cause and its consequences are often non-simultaneous!

8.7 Model of Loudness

In previous sections, we have described several effects that are useful in de-
veloping a model of loudness. Two tones of equal level with a frequency sepa-
ration greater than the critical bandwidth produce a loudness which is larger
than the loudness of a single tone with a frequency midway between that of
the two tones, and with a level corresponding to the total intensity of the
two tones. With increasing frequency separation of the two tones, loudness
increases. This means that loudness is not produced from separate spectral
components, but rather the two components influence each other, especially
if their frequency separation is small. Only for quite large frequency separa-
tion, where the two single tones do not influence each other, does a loudness
value occur which corresponds to the addition of the loudnesses of each tone.

Because critical bandwidth plays an important role in loudness, the loud-
ness on the slopes of the frequency selectivity characteristic of our hearing
system may also play an important role. The excitation level versus critical-
band rate pattern represents the pattern that describes not only the influence
of critical bandwidth, but also that of the slopes. Therefore, it seems reason-
able to use the excitation level versus critical-band rate pattern as a basis
from which the loudness of the complex may be constructed. Because we
have seen that the two tones influence each other in the creation of the total
loudness, even though they are spectrally separated, it may be useful to treat
total loudness as an integral of a value that we have to find, but which can
be drawn as a function of critical-band rate. If such an integral leads to the
loudness that is given in sone, the value we require has to have the unit of
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sone/Bark. In this case, total loudness, given as the integral of this value over
critical-band rate, will lead to the unit of sone.

As usual, we call the value we require “specific loudness” with the symbol
N ′. Loudness, N , is then the integral of specific loudness over critical-band
rate (see Fig. 8.16 lower right) or in mathematical expression:

N =
∫ 24 Bark

0

N ′ dz , (8.1)

where the integral is taken over all critical-band rates. Two examples may
show how this total loudness is created. In order to make the situation less
complicated at the beginning, we start with the steady-state condition and
use a uniform-exciting noise as the first example, and a narrow-band noise
of critical bandwidth at 1 kHz as the second. Figure 8.16 shows how loud-
ness in these two cases is determined. The two left-hand diagrams give the
critical-band level as a function of critical-band rate. The upper part
shows the condition for uniform exciting noise, which produces frequency-
independent critical-band rate levels (for didactical reasons, the value a0 is
ignored). The level in each of the 24 abutting critical bands is 50 dB, leading
to an overall sound pressure level of 50 dB + (10 × log 24) dB = 64 dB. In
the lower panel, we concentrate the intensity of the uniform exciting noise
into one critical band at 1 kHz, corresponding to 8.5 Bark. This allows a
comparison between uniform exciting noise and critical-band wide noise at 1
kHz, with equal sound pressure level. The critical-band level LG of such an
ideal narrow-band noise assumes, according to (8.5), the shape of a gothic
window, the peak value of which lies at 8.5 Bark with at a level of 64 dB.

Fig. 8.16. Development of total loudness for uniform exciting noise and for critical-
band wide noise centered at 1 kHz: the left part shows the critical-band levels, the
centre part the excitation level and the right part the specific loudness, each as
a function of critical-band rate. The upper row indicates distributions for uniform
exciting noise, the lower row those for narrow-band noise. The hatched areas corre-
spond to the total loudnesses. The area of total loudness of the narrow-band noise
is indicated in the upper right drawing as a dotted curve for comparison
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The transformation from critical-band rate level into the excitation level
versus critical-band rate pattern is the next step, which is indicated by the
two middle diagrams of Fig. 8.16. For uniform exciting noise, only main ex-
citations occur, and hence we have the same figure as on the left. For the
narrow band noise, however, we have to introduce the slopes of excitation,
which are quite steep towards lower critical-band rates corresponding to lower
frequencies but flatter towards higher critical-band rates. This is indicated
by the excitation level in the lower middle diagram of Fig. 8.16. The main
excitation level is identical to the critical-band rate level, but we also see the
slopes of excitations. In Sect. 8.3, the loudness of uniform exciting noise is
discussed. From Fig. 8.4, we see that uniform exciting noise of 64 dB creates
a loudness of 20 sone. In the same figure we can also see that the loudness of
the 64-dB, 1-kHz tone is only 5 sone. Because uniform exciting noise (ignoring
a0) produces a specific loudness independent of critical-band rate, we expect
a rectangularly-shaped specific loudness versus critical-band rate area that
corresponds to total loudness. Calculating backwards, we have to assume that
the specific loudness is 0.85 sone/Bark in order to produce 20 sone of total
loudness from this stimulus (see Fig. 8.16, top right). Similar calculations
can be performed using the dependence of the loudness of uniform exciting
noise as a function of its level, as indicated in Fig. 8.4. This dependence can
be approximated for large levels of the uniform exciting noise by relating its
intensity to the loudness produced, using a power law with an exponent of
0.23. The distribution of specific loudness becomes independent of critical-
band rate when a uniform exciting noise is used. Therefore, the exponent
measured for uniform exciting noise is directly related to the exponent we
expect for specific loudness. Towards low levels of uniform exciting noise, the
slope of the loudness curve becomes steeper. This effect is due to the influence
of threshold in quiet, which has to be taken into account for calculations in
the lower level region.

The distribution of specific loudness as a function of critical-band rate
is not so simple for the narrow-band noise. It is plotted in Fig. 8.16 in the
lower right diagram. The area below the specific loudness pattern again cor-
responds to total loudness. This area, however, is concentrated not only in
that region in which the narrow-band noise is physically present, but also
shows slope-specific loudnesses towards lower, and especially towards higher
critical-band rates. The dashed area indicates clearly the large amount that
contributes to the total loudness in the area of critical-band rates above 9.5
Bark. This distribution of the specific loudness corresponds to the distribution
seen in the excitation level versus critical-band rate pattern. Corresponding
to the main excitations, we see main specific loudnesses, and correspond-
ing to slope excitations we see slope-specific loudnesses. The transformation
from excitation level into specific loudness has to be known in order to trans-
form excitation level versus critical-band rate patterns into specific loudness
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versus critical-band rate pattern. This relationship will be discussed in the
next section.

Coming back to the beginning, we want to compare the loudness produced
by the equally intense noises, i.e. a uniform exciting noise and a criticalband
wide noise. This comparison can be made using the Fig. 8.16 right top di-
agram, where the loudness pattern produced by the narrow-band noise is
indicated by a dotted curve. There is no question that the uniform exciting
noise produces a much larger area than the narrow-band noise, even though
the overall sound pressure levels of the two noises are equal (64 dB) in both
cases. Judging the ratio of the two areas, we can see that the uniform exciting
noise produces a loudness that is about 4 times larger than that produced by
the narrow-band noise, in agreement with the measured data.

The fundamental assumption of our loudness model is that loudness is not
produced from spectral lines or from the spectral distribution of the sound
directly, but that total loudness is the sum of the specific loudnesses that
are produced at different critical-band rates. It should be pointed out here
that transforming the physical spectra (level versus frequency) into specific
loudness versus critical-band rate yields the best hearing equivalent psychoa-
coustical values. Both the frequency related transformation into critical-band
rate and the amplitude related transformation into specific loudness are of
crucial importance for evaluating sound in terms of the eventual receiver, the
human hearing system.

Specific loudness as a function of critical-band rate may be called a loud-
ness distribution or loudness pattern. This distribution, although related to
the spectral distribution of the sound, also takes into account the nonlinear
relationship between excitation and specific loudness and the non-ideal fre-
quency selectivity of the human ear, expressed in critical bands and in the
slopes found in masking patterns.

8.7.1 Specific Loudness

Stevens’ law says that a sensation belonging to the category of intensity sensa-
tions grows with physical intensity according to a power law. In consequence
of that law, we have to assume that a relative change in loudness is propor-
tional to a relative change in intensity. Specific loudness is developed using
this power law. Instead of using the total loudness as the value in question,
specific loudness is used. Additionally, instead of intensity, excitation has to
be used. With a constant of proportionality k, relating the specific loudness
N ′ and its corresponding increment ∆N ′ to the excitation E and its cor-
responding increment ∆E, we can formulate the power law as an equation
using differences:

∆N ′

N ′ = k
∆E

E
, or

∆N ′

N ′ + N ′
gr

= k
∆E

E + Egr
, (8.2)
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if values N ′
gr and Egr corresponding to the internal noise floors at very low

values of N ′ and E, respectively, are added. Threshold in quiet is assumed
to be produced by such internal noise. Using the threshold factor, which was
helpful in describing the relationship between masking sound and the masked
threshold produced by that sound, we are able to calculate the excitation
Egr producing threshold in quiet by the test-tone excitation ETQ, using the
equation

Egr = ETQ/s , (8.3)

where s is the ratio between the intensity of the just-audible test tone and
the intensity of the internal noise appearing within the critical band at the
test tone’s frequency. This ratio was effectively used for calculating masked
threshold produced by external sounds. Here it is used to estimate the internal
noise using the knowledge of threshold in quiet.

Treating this equation of differences as a differential equation, it can be
solved by using the reasonable boundary condition that excitation equal to
zero leads to specific loudness equal to zero, i.e. E = 0 leads to N ′ = 0. We
find the relation

N ′ = N ′
gr

[(

1 +
sE

ETQ

)k

− 1
]

, (8.4)

which can be transformed into the final expression using a reference specific
loudness N ′

0

N ′ = N ′
0

(
ETQ

sE0

)k[(

1 +
sE

ETQ

)k

− 1
]

. (8.5)

The most important value in this equation is the exponent k. It can be
approximated quite simply by using the dependence of the loudness of uni-
formexciting noise as a function of its level, as mentioned in the preceding
section. Because (8.5) can be approximated for large values of E, for which
the influence of threshold in quiet is negligible, as

N ′ ∼
(

E

E0

)k

, (8.6)

the exponent of 0.23 is the value of k we are searching for. For frequencies
in the neighbourhood of 1 kHz, for which the threshold factor is s = 0.5,
and with the additional boundary condition that a 1-kHz tone with a level of
40 dB has to produce exactly 1 sone as total loudness, the equation

N ′ = 0.08
(

ETQ

E0

)0.23[(

0.5 + 0.5
E

ETQ

)0.23

− 1
]
soneG

Bark
(8.7)

is the final equation from which specific loudness can be calculated quan-
titatively. In this equation, ETQ is the excitation at threshold in quiet
and E0 is the excitation that corresponds to the reference intensity
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I0 = 10−12 W/m2. The value “1” in the parenthesis of (8.5) has been ex-
changed by the value (1 − s), i.e. 0.5, with the consequence that the specific
loudness reaches asymptotically the value N ′ = 0 for small values of E. The
index G at the unit “sone” is added as a hint for the user that the loudness
given in this value is produced using the critical-band levels.

The linear value of the excitation is rarely useful.We have seen that excita-
tion level is much more effective and handier. Therefore, the relation between
specific loudness, N ′, and excitation level, LE, is outlined in Fig. 8.17. The
parameter in the curves is the value LTQ − a0, which was chosen in order to
exclude dependencies on frequency or critical-band rate. This way, threshold
in quiet on one hand, and the logarithmic transmission factor a0 (represent-
ing the transmission between freefield and our hearing system) on the other,
are incorporated. The gain factor, a0, holds for the free-field condition. The
other extreme condition is a diffuse field, for which we have to use a dif-
ferent transmission factor leading to the value a0D. Both values are given
in Fig. 8.18 as a function of critical-band rate and frequency. Up to about
8 kHz, both values deviate less than ±4 dB. This seems to be not very much;
however, for calculating loudness as precisely as possible, such values become
important.

As outlined in Fig. 8.17, the specific loudness, N ′, rises rapidly for low
values of LE. For large values of LE, all curves reach an asymptote, given
by the dashed line, which corresponds to the power law with an exponent of
0.23. The curves with different values of parameter LTQ−a0 are produced one
from the other by shifting the curve with the parameter 0 dB to the right
and upwards along the broken asymptote in such a way that the vertical

Fig. 8.17. Specific loudness as a function of excitation level with the difference
between level at threshold in quiet, LTQ, and transmission loss, a0, as parameter.
The broken line indicates a power law with the exponent of 0.23
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Fig. 8.18. Attenuation corresponding to a transmission factor needed in the free-
field condition (a0, solid curve) or for diffuse-field condition (a0D, dotted curve) as
a function of critical-band rate (lower scale) and frequency (upper scale)

asymptote towards low levels reaches the value of LE at a place equal to the
value of the parameter.

In previous chapters, it was shown that excitation level is a useful and
interesting value for describing hearing effects. Specific loudness is an even
more hearing equivalent value of similar importance that is very useful for
describing other effects in hearing such as sharpness.

8.7.2 Loudness Summation (Spectral and Temporal)

In the introduction to Sect. 8.7, we ignored the influence of threshold in quiet
and of the transmission factor, a0. To calculate loudness quantitatively as ex-
actly as possible, it is necessary to take into account these two values as a
function of critical-band rate. This is done in Fig. 8.19 for free field condi-
tions and the two sounds and levels as used in Fig. 8.16 (uniform exciting
noise and critical-band wide noise, each with a level of 64 dB). The distrib-
ution of excitation level does not change for the narrow-band noise since a0

is 0 dB at 1 kHz. The excitation-level distribution of the uniform exciting
noise, however, shows the influence of a0. Corresponding influences are seen
in the specific loudness versus critical-band rate pattern. The distribution for
narrow-band noise is exactly the same as shown in Fig. 8.16. The distribution
of the uniform exciting noise, however, shows not only the peak correspond-
ing to the large sensitivity of our ear in the region around 4 kHz, but also the
decrement of specific loudness towards low critical-band rates correspond-
ing to the influence of threshold in quiet on specific loudness, as outlined in
Fig. 8.17.

This influence of threshold in quiet becomes clear when the curves outlined
in Fig. 8.17 are used. For large excitation level, LE, the same specific loudness
is reached independent of the threshold in quiet. For lower levels, however,
the influence of threshold in quiet becomes very strong as the excitation level
approaches the level given as the parameter. This means that the influence
of threshold in quiet is most prominent for relatively faint sounds. Another
effect also becomes visible: the influence of threshold in quiet, which is often
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assumed to play an important role, is smaller than expected for medium and
high levels. The reason for this is that the three octaves between 20 and
160 Hz, within which the threshold in quiet changes drastically when plotted
as a function of frequency, are reduced to the relatively small value of only
1.5 Bark if plotted as a function of critical-band rate. Therefore, the influence
of threshold in quiet is usually effective in everyday loudness calculation only
at the left end of the loudness distribution.

One important factor may be mentioned again. When the integration of
specific loudness leads to the total loudness, we have to be aware of the fact
that integration (corresponding to measuring the area below a certain curve)
can only be performed if linear scales are used on the abscissa as well as on
the ordinate. Therefore, it is not possible to do any integration process on the
left part of Fig. 8.19. This can only be done on the right part, where specific
loudness is plotted on a linear scale as a function of critical-band rate, also
on a linear scale.

Fig. 8.19. Excitation level and specific loudness, each as a function of critical-band
rate for uniform exciting noise (solid lines) and narrow-band noise centred at 1 kHz
with the same overall level (broken curves). The differently hatched areas indicate
the corresponding total loudness. The dotted line represents the approximation used
for the loudness calculation procedure

Specific loudness as a function of critical-band rate is given in all of the
figures as a continuous curve. This corresponds to the very fine frequency
resolution of our hearing system. Critical bands have been used as if they can
be shifted along the critical-band rate to any place. In many practical cases
however, it may not be necessary to have as many as 640 critical-band filters
(corresponding to the 640 audible frequency-modulation steps along the pitch
scale). For practical purposes, it is sufficient to use 24 critical-band filters,
for which the lower cut-off frequency of the adjacent upper filter corresponds
to the upper cut-off frequency of the adjacent lower filter. Therefore, we
can approximate the excitation-level distribution by 24 critical-band levels
measured with these filters. Because critical-band filters are not as frequently
available as third-octave band filters, we can also use third-octave band filters
for centre frequencies above 315 Hz. For lower centre frequencies, however,
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the bandwidths of the third-octave band filters are too small in relation to
that of the critical-band filters. Useful approximations, which allow the use
of third-octave band filters, will be discussed later.

The comparison between the loudness of a narrow-band noise and that
of uniform exciting noise represents the extreme types of spectral character-
istics. In Fig. 8.7, the continuous rise of loudness is plotted as a function of
bandwidth for constant sound pressure level. This increment of loudness as
a function of bandwidth can be described as a spectral effect. For the same
overall intensity and centre frequency, any stimulus narrower than a critical
band, even a pure tone, produces a pattern of specific loudness corresponding
to that shown for the noise one critical band in width. The SPL falling into
one critical band is responsible for the specific loudness produced. Therefore,
bands narrower than a critical band are represented by a pattern of specific
loudness that is independent of bandwidth. However, the loudness pattern
begins to change as soon as the width of the noise exceeds the width of the
critical band. For a fixed overall level, the height of the pattern decreases but
at the same time it extends over a greater portion of the critical-band rate
scale. The extension along the critical-band rate produces an increment of the
area that is larger than the decrement produced by the reduction of height.
This way, the total loudness increases with increasing bandwidth even though
the height of the pattern decreases. This effect is especially pronounced at
medium levels. At very low levels, the slope of the specific-loudness function
becomes steep, and therefore the decrement in height is stronger than the
increment produced by the extension over the critical-band rate. Therefore,
loudness remains constant or even decreases at very low levels as a function
of bandwidth. When exceeding the critical bandwidth at very high levels,
loudness does not increase strongly; only for bandwidths larger than about
an octave, corresponding to three critical bands, does loudness increase. The
reason for this effect, also shown in Fig. 8.7, is the flatter upper slope of the
excitation pattern, and consequently also the flatter loudness pattern, to-
wards higher critical-band rates. In this case, not only the peak value of the
specific-loudness pattern decreases with increasing bandwidth but also the
upper slope, with the result that the area is almost constant, i.e. constant
loudness, for bandwidths between critical band and octave band at levels
near 100 dB SPL. The loudnesses calculated using the model and those mea-
sured psychoacoustically are very close to one another; they both show the
invariance of loudness for spectral extension within one critical band and the
same dependence on bandwidth beyond the critical band.

Temporal summation is another factor in the development of loudness.
Although spectral summation produces larger effects in everyday sounds,
the temporal effect is also quite important. The model can be extended so
that temporal effects are taken into account. In doing so, the excitation level
and specific loudness have to be treated as time-dependent values. Excita-
tion is correlated with masking, therefore the masked thresholds produced in
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premasking, simultaneous masking and postmasking can be used and trans-
formed into time functions for specific loudness.

Along these lines, the development of loudness for short tone bursts is
outlined in Fig. 8.20. Tone bursts at 5 kHz of 100 ms (solid) as well as
10 ms (dashed) duration are considered. The upper panel in Fig. 8.20 illus-
trates the temporal envelope of the long versus the short tone impulse. The
middle panel shows the time function of specific loudness for both tone im-
pulses. It is clearly seen that for longer tone impulses (solid) the decay is more
gradual than for short impulses (dashed) showing a rather steep gradient at
the beginning of the decay process. The lower panel in Fig. 8.20 shows the
time function of loudness averaged across all channels and filtered by a 3rd

Fig. 8.20a–c. Processing of loudness of tone impulses of 100 ms (solid) and 10 ms
(dashed) duration at 5 kHz. (a) temporal envelopes of the two tone impulses,
(b) corresponding time functions of specific loudness, (c) corresponding time func-
tions of loudness
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order low-pass filter. In line with psychoacoustic data (see Fig. 8.12) the tone
impulse of 100 ms duration produces a loudness which is about twice as large
as the loudness of the 10 ms impulse.

In terms of models, this means that the total loudness, the sum of all
the specific loudnesses over the critical-band rate, is transferred through a
special low-pass system, the impulse response of which corresponds to the
temporal response of the loudness-processing neural system. The effect of
such a low-pass system, optimized using the data of loudness as a function of
duration and data on temporal partial masking, is shown in the lower panel of
Fig. 8.20.

The approximation of the temporal effects in the model represents a kind
of incomplete temporal integration. Corresponding to the cut-off frequency
of the special low-pass system, the integration time lasts roughly about
45 ms. The spectral distribution of the sound leads also to an integration,
namely the summation along critical-band rate. Because of the two kinds of
integration, spectral and temporal, we have to know which one takes place
first. Searching for an answer to this question in anatomy, it seems reason-
able that spectral summation comes first because this distribution is available
along the basilar membrane, where the stimuli of the sensory cells are trans-
ferred quickly into the corresponding neural excitation. Temporal summation
seems to take place in more central areas, a fact which has been also clarified
for postmasking using otoacoustic emissions. The results of such experiments
confirm that the decay of the cochlear excitation is much quicker than the
decay of postmasking, which may be assumed to be a counterpart of loud-
ness. Therefore it was assumed that temporal summation comes second and
spectral summation first.

This can be proven by using strongly frequency-modulated pure tones
and judging their loudness as a function of modulation frequency. Using a
frequency shift of ±700 Hz and a centre frequency of 1500 Hz, loudness com-
parisons show that the loudness level increases as a function of modulation
frequency only for modulation frequencies above about 20 Hz. The results
are outlined in Fig. 8.21. The model predicts that loudness level should in-
crease for similar modulation frequencies near about 20 Hz. In this range

Fig. 8.21. Loudness-level increment as a function of modulation frequency for
frequency-modulated tones with a total frequency deviation of ±700 Hz. Centre
frequency of the FM-tone is 1.5 kHz, sound pressure level is 60 dB
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Fig. 8.22. Examples of the specific loudnesses produced by frequency modulated
tones at a modulation frequency of 16 Hz (left part) and 160 Hz (right part). The
two lower curves indicate total loudness as a function of time

of modulation frequency, postmasking becomes effective so that the specific
loudnesses in neighbouring critical-band-rate regions remain almost indepen-
dent of time (Fig. 8.22). This way, the frequency-modulated tone acts as a
broad-band sound. In the range of low modulation frequencies up to about
15 Hz, however, the specific loudness in each channel shows strong temporal
fluctuations, so that the loudness increment remains relatively small. The
reason is that the specific loudness is mostly concentrated in one or two
neighbouring critical bands during a time at which the specific loudness is al-
most zero for far-away critical bands. For such low frequencies of modulation,
we do not expect a loudness increment in the model, although the critical
duration in the development of loudness as a function of duration is nearly
100 ms.

The effect is illustrated in Fig. 8.22 for modulation frequencies of 16 and
160 Hz. For 16 Hz, the specific loudness is given at four critical-band rates
in the upper left part. The total loudness is plotted in the lower part and
indicates a loudness almost independent of time, although the specific loud-
nesses at each critical-band rate vary strongly as a function of time. The total
loudness remains at a value somewhat below 3 sone. For 160 Hz modulation
frequency, however, specific loudnesses in each channel remain almost con-
stant. Even though their peak values remain somewhat less than the peak
values reached for low modulation frequency, the sum of all these time inde-
pendent specific loudnesses (upper right parts in Fig. 8.22) leads to a total
loudness near 4.5 sone, as indicated in the lower part of the figure. This
loudness is larger than the peak value reached for a modulation frequency of
16 Hz and corresponds to the increment of loudness level shown in Fig. 8.21.
This result indicates that the model simulates temporal and spectral effects
very well.

The specific loudness versus critical-band rate versus time functions are
those functions that best illustrate the information processing in the hu-
man hearing system. Such three-dimensional patterns contain all the infor-
mation that is subsequently processed and which leads to the different hearing
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Fig. 8.23. Specific loudness versus critical-band rate versus time pattern of the
spoken word “electroacoustics”. specific loudness is plotted for 22 discrete values
of critical-band rate. The ordinate scale used is marked at the panel related to
21 Bark and indicates 1 sone/Bark. Time is the abscissa and 200 ms are marked.
The sum of the specific loudnesses divided by 12 is indicated as the hatched area
in the second curve from the top. Total loudness as a function of time is plotted in
the uppermost drawing

sensations. In order to illustrate the complex structure of such patterns the
word “electroacoustics” is used. The specific loudness produced by this spo-
ken sound is outlined in Fig. 8.23 for 22 places along the critical-band scale,
each 1 Bark distant from the next. The sum of all these specific loudnesses
without temporal weighting, is given in the curve second from the top. It in-
dicates the spectral summation that produces a curve following the stimulus
relatively quickly at the rising regions, but showing the decay corresponding
to postmasking. The time function of perceived loudness is given on the top
curve. It is strongly smoothed, but shows single syllables with relatively clear
separation. It becomes clear from this curve that peak loudness, normally
assumed to be perceived loudness, is produced by the vowels in speech. Con-
sonants and plosives are very important for understanding, and are clearly
visible in the specific loudness versus critical-band rate versus time patterns;
their contribution to the total loudness, however, is almost negligible.

The model of loudness determination uses most of the characteristics
of our hearing system. Such a model realized in electronic networks or in
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computer programs represents an excellent loudness meter. If the model
simulates all, or at least most of the important characteristics responsible
for our loudness sensations, then it measures loudness almost as well as our
hearing system. Because loudness plays an important role in noise abatement,
the realization of such a model also becomes important for technical use.

8.7.3 Loudness Calculation and Loudness Meters

Critical-band filters are rarely available, whereas third-octave band filters
are often used. A loudness calculating procedure was therefore elaborated to
make use of the third-octave band levels produced by a sound. The graph-
ical procedure was also implemented in a computer program published in
DIN 45 631 using third-octave band levels, by transferring them into values
corresponding approximately to specific loudness, adding the slope towards
higher critical-band rates and summing up the area below the distribution
of specific loudness. This way, the total loudness can be calculated from the
third-octave band levels produced by the sound in question. The approxima-
tion of the ear’s frequency selectivity by third-octave filter bands led to two
compromises in order to be as accurate as possible. Firstly, the differences
in bandwidth were transferred into critical-band rate distances that were not
1 Bark. Secondly, the additional specific loudness produced by the cut-off
slope in the abutting filter towards lower frequencies is taken into account by
changing the exponent of specific loudness slightly from 0.23 to 0.25. Because
the measurement of all the third-octave band levels needs a certain time, the
graphical procedure and that using the computer program are meant only for
relatively steady-state sounds. However, the loudness of sounds of any kind
of spectral distribution are thus very precisely calculated.

An example is given in Fig. 8.24. Even though the abscissa gives cut-off
or centre frequencies, it is scaled according to critical-band rate. In order to
simplify the procedure for ordinate values, only the main specific loudness
and the upper slope of the specific loudness are used in the procedure; the
specific loudness towards lower critical-band rates is ignored. Therefore, the
shape of the specific loudness, which is produced by a tone or by a narrow-
band noise, is approximated by three parts. It starts with a vertical rise up to
the third-octave band level measured, comes to a main value corresponding to
the third-octave band level in question and rises again vertically for the next
higher third-octave band, if its level is larger than that of its neighbouring
lower third-octave band. If the next higher third-octave band level is lower,
the decrease towards higher centre frequencies follows the broken lines, cor-
responding to the upper slope of specific loudness. This way, the final specific
loudness versus critical-band rate pattern, shortened to “loudness pattern”,
is determined and indicated by the highest thick solid lines in Fig. 8.24.

The upper slope of specific loudness corresponds closely to the trans-
formed upper excitation slopes, an example of which is shown in Figs. 8.16
and 8.19. For narrow-band sounds, this upper slope contributes strongly
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Fig. 8.24. Example of the loudness calculation procedure using the charts indicat-
ing the measured third-octave band levels of a factory noise. Specific loudness is
on the ordinate while the critical-band rate expressed in cut-off frequencies of the
third-octave bands is on the abscissa. The area surrounded by the thick solid line
and hatched from lower left to upper right indicates the total loudness of the noise.
This area is approximated by a rectangular area of the same basis but of a height
indicated by the area hatched from upper left to lower right. The height of this
rectangular area marks the total loudness on the left scale and the corresponding
loudness level on the right scale

to the total loudness, i.e. to the total area below the curve. Therefore, it
contributes especially to the total loudness of pure tones. An example is
given in Fig. 8.24 by the dotted line for a 70-dB, 1-kHz tone. Generally used
third-octave band filters show a leakage towards neighbouring filters of about
−20 dB. This means that a 70 dB, 1-kHz tone produces the following levels
at different centre frequencies: 10 dB at 500 Hz, 30 dB at 630 Hz, 50 dB
at 800 Hz and 70 dB at 1 kHz. Therefore, in agreement with the model of
loudness, the lower slope of the loudness pattern becomes less steep.

This loudness calculation procedure is part of an international standard
(ISO 532 B). Its use may be illustrated in detail by a noise produced in a
wood factory. The unweighted sound level of the noise produced by a machine
is 73 dB, the A-weighted sound pressure level is measured to 68 dB(A). All
the thin lines plotted in Fig. 8.24 belong to the normalized patterns of the
loudness calculation procedure that are available for five different maximal
levels of third-octave-bands (35, 50, 70, 90, and 110 dB) and for two kinds of
sound field (free and diffuse). The optimal choice for using such a graph is to
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select that which just contains the largest third-octave-band level measured
in a spectrum. In factory halls, a diffuse field may be a better approximation
than a free field. Very close to the sound source, however, or in an area with
very little reffection, a free-field condition may be assumed.

In order to specify the calculated loudnesses, the index “G” is used as
a hint for the calculation procedure, while the indices “F” or “D” are hints
for the free and diffuse sound field, respectively. The graphs show, at the
lower abscissa, the cut-off frequencies of the third-octave-band filters, while
the upper abscissa gives their centre frequencies. The measured third-octave-
band levels of the machinery noise are given in the diagram as thick horizontal
lines, which can be drawn by using the steps indicating the third-octave
band level in the third-octave band filter in question. At the left end of the
horizontal bar, a vertical line downwards is drawn. At the right end of the
horizontal thick bar, if the next band level is lower, a downward slope is
added which runs in parallel to the curves, which are shown in the diagram
as broken lines. This way, an area is formed extending from low to high
frequencies. It is bordered by the straight line upwards at the left and right
sides of the whole diagram, and also by the horizontal lower abscissa. The
area within these boundaries is marked by hatching. To calculate the area
quantitatively, a rectangular area of equal surface is drawn, which has the
width of the diagram as a basis. The height of this rectangle is a measure of
the total area, which is marked by shadowing from upper left to lower right.
Using its height (the dashed-dotted line), the loudness or the loudness level
can be read from the scales on the right or the left of the diagram. In the
case outlined in Fig. 8.24, a calculated loudness NGD of 24 sone (GD) and
a corresponding loudness level LNGD of 86 phon (GD) is found. The factory
noise has a relatively broad spectrum, therefore quite a difference appears
between the measured sound level of 73 dB or the A-weighted sound pressure
level of 68 dB(A) on one hand and the calculated loudness level of 86 phon
(GD) on the other.

The approximation of critical bands by third-octave bands is only accept-
able for frequencies above about 300 Hz. For lower frequencies, third-octave
bands are too small in relation to the critical bands, so two or three thir-
doctave bands have to be added in order to approximate critical bands. This
is the case for the two third-octave bands between 180 and 280 Hz and for
the three third-octave bands between 90 and 180 Hz and between 45 and
90 Hz. In these cases, the critical-band level has to be approximated by adding
up the sound intensities falling in the given third-octave bands. Without re-
calculating sound intensities from the sound pressure levels, the addition of
these intensities is possible by simply using a nomogram shown in Fig. 8.25.
It indicates the sound level differences between the two levels, the intensities
of which have to be added, and is given as L1 − L2, where L1 is the larger
level. The upper scale indicates the level increment which has to be added to
the level L1 in order to get the new total sound pressure level. This new SPL
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Fig. 8.25. Nomogram for a quick calculation of the increment in level to be added
to the larger level as a function of the difference between the levels to be added

corresponds to the sum of the two former sound intensities. For equal sound
pressure level L1 = L2, we reach an increment ∆L = 3 dB; for a difference
L1−L2 = 2 dB, we get ∆L of about 2 dB; for L1−L2 = 6 dB, the increment
is only 1 dB. For differences L1 − L2 larger than 10 dB, the influence of L2

can be ignored in most of the cases. In order to add a third or a fourth level,
this method can be repeated as often as necessary. The thick horizontal lines
shown in Fig. 8.24 with the large width of about a critical band at low centre
frequencies of the third-octave bands, were produced in this way from the
smaller horizontal thin bars which correspond to the measured third-octave
band levels. For precise measurements, especially in cases where the compo-
nents at very low frequencies are dominant, the procedure can gain accuracy
by using a weighting of the lower frequency components corresponding to the
equal loudness contours. Table 8.1 gives the data for such a procedure.

The graphical procedure which finally leads to a loudness pattern has the
advantage that partial loudnesses correspond to partial areas in the diagram.
Therefore, in many cases the diagram clearly shows which partial area is
dominant or which part contributes strongly to the total loudness. In noise
reduction, it is often very important to reduce firstly that part of the noise
which produces the largest area in the loudness pattern. On the other hand,

Table 8.1. Weighting of third-octave band levels, LT, for centre frequencies, fT,
below 250 Hz

fT 25 32 40 50 63 80 100 125 160 200 250Hz

Range Deductions ∆L in dB

I LT + ∆L ≤ 45 dB −32 −24 −16 −10 −5 0 −7 −3 0 −2 0
II ≤ 55 dB −29 −22 −15 −10 −4 0 −7 −2 0 −2 0
III ≤ 65 dB −27 −19 −14 −9 −4 0 −6 −2 0 −2 0
IV ≤ 71 dB −25 −17 −12 −9 −3 0 −5 −2 0 −2 0
V ≤ 80 dB −23 −16 −11 −7 −3 0 −4 −1 0 −1 0
VI ≤ 90 dB −20 −14 −10 −6 −3 0 −4 −1 0 −1 0
VII ≤ 100 dB −18 −12 −9 −6 −2 0 −3 −1 0 −1 0
VIII ≤ 120 dB −15 −10 −8 −4 −2 0 −3 −1 0 −1 0
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the diagram shows which parts of the spectrum are so small in relation to
the neighbouring parts that they are partially or even totally masked. In
Fig. 8.24, for example, the third-octave band level of 51 dB at the centre
frequency of 630 Hz does not contribute to loudness because it is totally
masked, as indicated by the fact that this third-octave band level lies below
the shaded curve, limiting the total area and arising, at this frequency, from
the third-octave band level at 500 Hz.

Using a filterbank of third-octave-band filters and electronic equipment
which simulates the behaviour of the human hearing system, a loudness meter
can be constructed. The advantage of such a loudness meter in comparison
to the graphical procedure is that both spectral effects and temporal effects
can be simulated. The block diagram of such a meter is shown in Fig. 8.26.
It corresponds closely to the graphical procedure outlined in Fig. 8.24, with
regard to the spectral effects. The sound pressure time function p(t) is picked
up by the microphone, fed to an amplifier and to a filter appropriate for
free versus diffuse sound field. Then follows a filterbank, a rectifier and a
lowpass with 2 ms time constant producing the temporal envelope of the filter
outputs. In the next section N ′ specific loudness is produced according to data
displayed in Fig. 8.17. With great simplification it can be said that in this
section the fourth root of sound intensity or the square root of sound pressure
is calculated. In the section NL, the nonlinear temporal decay of specific
loudness as illustrated in the middle panel of Fig. 8.20 is realized. After
longer signals, a more gradual decay of specific loudness occurs than after
very short signals. In the following section the plus sign indicates the spectral
integration taking into account effects of nonlinear spectral spread, i.e. flatter
upper slopes of the loudness pattern for louder sounds. The following section
LP comprises a third-order low-pass, the effects of which are illustrated by
Fig. 8.20c.

Loudness meters as illustrated in Fig. 8.26 were realized as analog as well
as digital instruments. The loudness patterns indicated are helpful guides for

Fig. 8.26. Block diagram of a loudness meter
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efficient noise reduction, since the area under the pattern is a direct mea-
sure of perceived loudness. In addition, the loudness-time functions represent
valuable tools for the evaluation of the loudness of music, speech, or noise.
In the meantime several companies manufacturing acoustic measurement in-
struments also provide loudness meters. Detailed examples for practical ap-
plications of loudness meters are given in Chap. 16.



9 Sharpness and Sensory Pleasantness

Previously, there has been a tendency to transfer everything in steady-state
sounds not related to the sensations of loudness or pitch, to a residual basket
of sensations called timbre. Using this definition of timbre, it is necessary to
extract from the mixture of sensations those that may be important. The
sensation of “sharpness”, which may be related to what is called “density”,
seems to be one of these. Closely related to sharpness, however inversely, is a
sensation called sensory pleasantness. This sensation, however, also depends
on other sensations such as roughness, loudness, and tonalness.

9.1 Dependencies of Sharpness

Sharpness is a sensation which we can consider separately, and it is possi-
ble, for example, to compare the sharpness of one sound with the sharpness
of another. Sharpness can also be doubled or halved if variables are avail-
able that really change sharpness. The variability of sharpness judgements is
comparable to that of loudness judgements. One of the important variables
influencing the sensation of sharpness is the spectral envelope of the sound.
Many comparisons have indicated that the spectral fine structure is relatively
unimportant in sharpness. A noise producing a continuous spectrum, for ex-
ample, has the same sharpness as a sound composed of many lines if the
spectral envelopes measured in critical-band levels are the same.

Sharpness increases for a level increment from 30 to 90 dB by a factor of
two. This means that the dependence on level can be ignored as a first approx-
imation, especially if the level differences are not very large. Another small
effect is the dependence on bandwidth, as long as the bandwidth is smaller
than a critical band. No difference in sharpness can be detected whether one
tone or five tones fall within one critical band or even when a critical-band
noise is used for comparison.

The most important parameters influencing sharpness are the spectral
content and the centre frequency of narrow-band sounds. In order to give
quantitative values, a reference point and a unit have to be defined. In Latin,
the expression “acum” is used for sharp. The reference sound producing
1 acum is a narrow-band noise one critical-band wide at a centre frequency
of 1 kHz having a level of 60 dB. This reference point is marked in Fig. 9.1
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Fig. 9.1. Sharpness of critical-band wide narrow-band noise as a function of centre
frequency (solid), of band-pass noise with an upper cut-off frequency of 10 kHz
as a function of the lower cut-off frequency (broken) and of band-pass noise with
a lower cut-off frequency of 0.2 kHz as a function of the upper cut-off frequency
(dotted). The critical-band rate corresponding to the centre frequency or to the
cut-off frequencies is given on the upper abscissa. The cross marks the standard
sound producing a sharpness of 1 acum. Loudness level of all noises is 60 phon

by a cross. The solid line in this figure gives the sharpness of critical-band
wide noises as a function of their centre frequency shown on the abscissa. It
should be noted that the abscissa has a nonlinear scale that corresponds to
the critical-band rate given as a linear scale on the upper abscissa. Sharpness,
the ordinate, is given on a logarithmic scale. The solid curve may be consid-
ered as a stimulus versus sensation function for sharpness. For narrow-band
noises, sharpness increases with increasing centre frequency. At low centre fre-
quencies, sharpness increases almost in proportion to critical-band rate. This
may be seen because the reference point, which belongs to a critical-band rate
of 8.5 Bark, gives a sharpness of 1 acum, which is about four times larger than
that produced by a narrow-band noise centred at 200 Hz, corresponding to
2 Bark and leading to about 0.25 acum. For a critical-band rate of 16 Bark
corresponding to a centre frequency of about 3 kHz, a sharpness is reached
that is about twice as large as that for 1-kHz centre frequency. This means
that the proportionality of sharpness and critical-band rate lasts at least up
to about 3 kHz. For higher frequencies, however, where critical-band rate does
not increase much more because of its limit at 24 Bark, sharpness increases
faster than the critical-band rate of the centre frequency of the narrow-band
noise. This effect seems to be the reason that very high-frequency sounds
produce a sensation that is dominated by their sharpness. From very low
frequencies near 200 Hz to high frequencies near 10 kHz, sharpness increases
by a factor of 50.



9.2 Model of Sharpness 241

Bandwidth is the other variable that strongly influences sharpness. To
limit the many ways this effect can be measured, two fixed values and two
variables are used. One fixed value is the lower cut-off frequency of the noise
which was kept constant at 200 Hz. The variable in this case is the upper
cut-off frequency that is used as the abscissa. Loudness is kept constant,
changing the upper cut-off frequency, and has a value that corresponds to
that produced by a 60-dB critical-band wide noise at 1 kHz. Increasing the
upper cut-off frequency from about 300 Hz increases sharpness continuously
and, when plotted on the scales of Fig. 9.1, along an almost straight line
between 0.3 and 2.5 acum. The dotted line shows that dependence. In the
other manipulation, the fixed value is a high cut-off frequency of 10 kHz
and the variable is the lower cut-off frequency. The dashed line shown in
Fig. 9.1 corresponds to the data measured when lower cut-off frequency (or
the corresponding critical-band rate) is used as the abscissa. To discuss the
dependence on this variable, we start with a narrow-band noise near 10 kHz
and shift the lower cut-off frequency so that, finally, a broad-band noise from
200 Hz to 10 kHz is produced. Decreasing the lower cut-off frequency of this
noise band decreases sharpness. The decrement reaches a factor of about 2.5
when the lower cut-off frequency is decreased to 1 kHz. For further reduction
of the cut-off frequency, sharpness remains almost constant, provided the
overall loudness is kept constant.

The data shown as a function of the lower or upper cut-off. frequency
may not look meaningful but they contain important effects that are useful
in developing models of sharpness. The sharpness of a narrow-band noise
at 1 kHz to which more noise is added at higher frequencies to produce a
spectral width from 1 to 10 kHz, increases from 1 acum to about 2.5 acum.
This effect might be expected because adding more noise might increase the
sharpness. However, if the upper cut-off. frequency at 1 kHz is kept constant
and the noise is widened downward to produce a band between 200 Hz and
1 kHz, sharpness decreases. This means that sharpness can be decreased by
adding sound at lower frequencies. This is an effect that – at least at first
glance – may be unexpected.

9.2 Model of Sharpness

It is helpful in developing a model of sharpness to treat sharpness as being in-
dependent of the fine structure of the spectrum; the overall spectral envelope
is the main factor influencing sharpness. In Chaps. 6 and 8, it was shown
that the spectral envelope is psychoacoustically represented in the excita-
tion level versus critical-band rate pattern, or in the specific loudness versus
critical-band rate pattern. For narrow-band noises, the solid curve in Fig. 9.1
showed that sharpness increases with critical-band rate for centre frequencies
below about 3 kHz (16 Bark). The increment at higher frequencies can be
taken into account by using a factor that is unity for all critical-band rates
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below 16 Bark but increases strongly for higher critical-band rates. Keeping
in mind that sharpness decreases if lower cut-off frequency is reduced (see
dotted curve in Fig. 9.1), we may assume that a kind of moment is respon-
sible for the development of sharpness. Taking into account the factor, g,
which increases above 16 Bark to values larger than unity, using the specific
loudness versus critical-band rate pattern as the distribution in question, and
using the boundary condition that a narrow-band noise centred at 1 kHz has
to produce a sharpness of 1 acum, an equation of the following form can be
given:

S = 0.11

∫ 24 Bark

0
N ′g(z)z dz

∫ 24 Bark

0
N ′ dz

acum . (9.1)

In this equation, S is the sharpness to be calculated and the denominator
gives the total loudness N , which has already been discussed in Chap. 8. The
upper integral is like the first moment of specific loudness over critical-band
rate, but uses an additional factor, g(z), that is critical-band-rate dependent.
This factor is shown in Fig. 9.2 as a function of critical-band rate. Only for
critical-band rates larger than 16 Bark does the factor increase from unity to
a value of four at the end of the critical-band rate near 24 Bark. This takes
into account that sharpness of narrow-band noises increases unexpectedly
strongly at high centre frequencies. Equation (9.1) is only a weighted first
moment of the critical-band rate distribution of specific loudness.

Fig. 9.2. Weighting factor for sharpness as a function of critical-band rate

Many psychoacoustically measured sharpnesses of different sounds have
been compared with calculated sharpnesses, using the above formula. The
agreement of the two is good in view of the relative simplicity of the equation.
Three examples of the use of this model may be discussed. Figure 9.3 shows
on the left the distribution of the critical-band level, LG, as a function of
criticalband rate for three different sounds: a 1-kHz tone (solid), uniform
exciting noise (hatched from lower left to upper right) and a high-pass noise
above 3 kHz (hatched from upper left to lower right). On the right of the
figure, the corresponding weighted specific loudnesses as a function of critical-
band rate are shown together with the location of their first moment (centre
of gravity). The arrows show that a 1-kHz tone produces a much smaller
sharpness in comparison with that produced by a high-pass noise with a
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Fig. 9.3. Calculation of sharpness for narrow-band noise centred at 1 kHz (solid),
uniform exciting noise (broken and hatched from lower left to upper right) and
high-pass noise (dotted and hatched from upper left to lower right). The left-hand
drawing indicates critical-band levels as a function of critical-band rate, while the
right-hand drawing indicates the weighted specific loudness, again as a function of
critical-band rate. The calculated sharpnesses are indicated by the three vertical
arrows; Track 34

cut-off frequency of 3 kHz. When the lower cut-off frequency is shifted towards
lower values and the noise is changed into a uniform exciting noise, sharpness
decreases markedly in agreement with psychoacoustical results. It remains,
however, clearly above that of the 1-kHz tone.

9.3 Dependencies of Sensory Pleasantness

Sensory pleasantness is a more complex sensation that is influenced by ele-
mentary auditory sensations such as roughness, sharpness, tonality, and loud-
ness. Because of these influences, which make it almost impossible to extract
sensory pleasantness as a single elementary sensation, it is necessary to mea-
sure the dependence of this sensation in relative values, using the techniques
of magnitude estimation with an anchor.

The dependence of sensory pleasantness on sharpness was measured using
sinusoidal tones, narrow-band noise of 30-Hz bandwidth and band-pass noise
with a 1-kHz bandwidth as a function of centre frequency. Relative sharp-
ness and relative sensory pleasantness were determined psychoacoustically in
separate sessions. The data show some scatter. The relationships between sen-
sory pleasantness and other sensations are given as curves in Fig. 9.4. Figure
9.4a shows pleasantness against relative roughness and Fig. 9.4b pleasant-
ness against sharpness for the three sounds. It becomes clear that sensory
pleasantness decreases with increasing sharpness. Pure tones already show
the largest sensory pleasantness, while the band-pass noise seems to be a
sound with low sensory pleasantness.

Similar to the dependence on sharpness, sensory pleasantness depends
on roughness, a hearing sensation described in Chap. 11, although the
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Fig. 9.4a–d. Relative pleasantness as a function of relative roughness with band-
width as the parameter in (a); as a function of relative sharpness in (b); as a
function of relative tonality in (c) and as a function of loudness in (d)

dependence is not as strong. Because the data are again measured using
the method of magnitude estimation with an anchor, only relative values can
be given.

The relationship between sensory pleasantness and tonality, i.e. a feature
distinguishing noise versus tone quality of sounds, is indicated in Fig. 9.4c.
This dependence indicates that sensory pleasantness increases with tonality.
Small tonality means small sensory pleasantness. For relative tonality larger
than about 0.4, sensory pleasantness does not increase much.
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The dependences of sensory pleasantness described so far have been deter-
mined using a constant loudness of 14 sone. Sensory pleasantness, however,
depends also on loudness in such a way that up to about 20 sone, there is little
influence. For values larger than 20 sone, sensory pleasantness decreases. This
dependence of sensory pleasantness on loudness cannot be seen in isolation
because roughness and sharpness also depend on loudness. If this influence is
eliminated, then the relationship between sensory pleasantness and loudness,
as given in Fig. 9.4d, remains.

In summary, it can be seen that sensory pleasantness depends mostly on
sharpness. The influence of roughness is somewhat smaller and is similar to
that of tonality. Loudness, however, influences sensory pleasantness only for
values that are larger than the normal loudness of communication between
two people in quiet.

9.4 Model of Sensory Pleasantness

Whether a sound is accepted as sounding pleasant or unpleasant depends
not only on the physical parameters of the sound but also on the subjective
relationship of the listener to the sound. These nonacoustic influences cannot
be anticipated and have therefore to be ignored and eliminated if possible.
This was done in the experiments, so that a model of sensory pleasantness can
only be developed relating the characteristics of the human hearing system
on one hand and the physical parameters of the sound on the other.

The relationship between relative values of sensory pleasantness and those
of sensation sharpness, roughness, tonality, and loudness can be approximated
using equations. A model for the calculation of sharpness has already been
given. The sensation of roughness can also be calculated (see Chap. 11). A
procedure for calculating the sensation of tonality does not yet exist so that
it may be subjectively estimated as a first approximation, while loudness
can be calculated relatively precisely. Therefore, it is possible to put the
dependencies given in Fig. 9.4 into an equation that contains relative values
of sharpness, roughness, tonality, and loudness. The result leads also to a
relative value, P/P0, of sensory pleasantness. The equation, based on relative
values of sharpness S, roughness R, tonality T , and loudness N , reads:

P

P0
= e−0.7 R/R0 e−1.08 S/S0(1.24 − e−2.43 T/T0)e−(0.023 N/N0)

2
(9.2)

Using this equation, it is possible to calculate the sensory pleasantness of
any sound, if the sharpness, roughness, and loudness are calculated using
the procedures given in Sects. 9.2, 11.2, and 8.7, respectively. Tonality has
to be judged subjectively. It has been shown that tonality depends neither
on the critical-band rate nor on the loudness. Relative tonality, however,
depends on the bandwidth expressed in critical-band-rate spread, such that it
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decreases with increasing critical-band-rate spread starting from a sinusoidal
tone producing relative tonality of unity to about 0.6, 0.3, 0.2, and 0.1 for
critical-band-rate spreads of 0.1, 0.2, 0.57, and 1.5 Bark, respectively. Using
these values it is possible to estimate the relative sensory pleasantness of
different sounds. Results calculated according to (9.2) are indicated in Fig. 9.4
by dotted or dashed lines.



10 Fluctuation Strength

In this chapter, the fluctuation strength of amplitude-modulated broad-band
noise, amplitude-modulated pure tones and frequency-modulated pure tones
is addressed, and the dependence of fluctuation strength on modulation fre-
quency, sound pressure level, modulation depth, centre frequency, and fre-
quency deviation is assessed. In addition, the fluctuation strength of modu-
lated sounds is compared to the fluctuation strength of narrow-band noises.
Finally, a model of fluctuation strength based on the temporal variation of
the masking pattern or loudness pattern is proposed.

10.1 Dependencies of Fluctuation Strength

Modulated sounds elicit two different kinds of hearing sensations: at low mod-
ulation frequencies up to a modulation frequency of about 20 Hz, the hearing
sensation of fluctuation strength is produced. At higher modulation frequen-
cies, the hearing sensation of roughness, discussed in detail in Chap. 11,
occurs. For modulation frequencies around 20 Hz, there is a transition be-
tween the hearing sensation of fluctuation strength and that of roughness. It
is a smooth transition rather than a strong border that exists between the
two sensations.

Figure 10.1 shows the dependence of fluctuation strength on modulation
frequency. The different panels represent the data for amplitude-modulated
broad-band noise (AM BBN), amplitude-modulated pure tone (AM SIN)
and frequency-modulated pure tone (FM SIN). In each panel, the fluctuation
strength was normalized to the maximum value for that sound (left-hand
ordinate). Because fluctuation strength is a sensation which one considers
separately from other sensations, both absolute and relative values are useful.
A fixed point is therefore defined for a 60-dB, 1-kHz tone 100% amplitude-
modulated at 4Hz, as producing 1 vacil (from vacilare in Latin, or vacillate
in English). Using the data of fluctuation strength shown in Fig. 10.7, it is
possible to give the absolute values as indicated in the right-hand ordinate
scales.

All three panels of Fig. 10.1 clearly show that fluctuation strength shows a
band-pass characteristic as a function of modulation frequency, with a maxi-
mum around 4 Hz. This means that sounds with a 4-Hz modulation frequency
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Fig. 10.1a–c. Fluctuation strength of three modulated sounds as a function of
modulation frequency. (a) Amplitude-modulated broad-band noise of 60-dB SPL
and 40-dB modulation depth; (b) amplitude-modulated 1-kHz tone of 70-dB SPL
and 40-dB modulation depth; (c) frequency-modulated pure tone of 70-dB SPL,
1500-Hz centre frequency and ±700-Hz frequency deviation; Track 35

elicit large fluctuation strength, whether amplitude modulation or frequency
modulation is used or whether broad-band or narrow-band sounds are mod-
ulated. The maximum fluctuation strength for a modulation frequency of
about 4Hz seconds its counterpart in the variation of the temporal envelope
of fluent speech: at normal speaking rate, 4 syllables/second are usually pro-
duced, leading to a variation of the temporal envelope at a frequency of 4 Hz.
This may be seen as an indication of the excellent correlation between speech
and hearing system.

The dependence of fluctuation strength on sound pressure level is dis-
played in Fig. 10.2. Again, the three panels show the results for amplitude-
modulated broad-band noise, amplitude-modulated pure tone and frequency-
modulated pure tone. In each panel, the fluctuation strength is normalized
with respect to the corresponding maximum value on the left ordinate scales,
and given in absolute values on the right. With increasing sound pressure
level and for all sounds considered, the fluctuation strength increases. For
amplitude-modulated sounds (Fig. 10.2a and b), the increase is somewhat
more prominent than for the frequency-modulated pure tone (Fig. 10.2c).
With an increase of 40 dB in sound pressure level, fluctuation strength of
modulated sounds increases on average by a factor of about 2.5 (1.7 to 3).

Figure 10.3 shows the dependence of the fluctuation strength of amplitude-
modulated broad-band noise and amplitude-modulated pure tones on both
the modulation depth and the modulation factor. In each panel, the fluctua-
tion strength is normalized with respect to the corresponding maximum value
on the left ordinate scales and given in absolute values on the right ordinate
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Fig. 10.2a–c. Fluctuation strength of modulated sounds as a function of sound
pressure level. Stimulus parameters are the same as in Fig. 10.1, but the modulation
frequency is 4Hz

scales. According to the results displayed in Fig. 10.3, fluctuation strength
is zero until a modulation depth of about 3 dB, after which it increases ap-
proximately linearly with the logarithm of modulation depth. To produce the
maximum fluctuation strength of either sound, a modulation depth of at least
30 dB (modulation factor 94%) is necessary. Above that modulation depth,
fluctuation strength remains constant at its maximal value.

Fig. 10.3a, c. Fluctuation strength of two amplitude-modulated sounds as a func-
tion of modulation depth (or modulation factor). (a) Amplitude-modulated broad-
band noise of 60-dB SPL and 4-Hz modulation frequency; (b) amplitude-modulated
1-kHz tone of 70-dB SPL and 4-Hz modulation frequency
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Figure 10.4 shows the dependence of the fluctuation strength produced
by modulated pure tones on centre frequency. In the left panel, results for
amplitude-modulated pure tones are shown; the right panel indicates data
for frequency-modulated pure tones. In each panel, the data are normalized
relative to the respective maximal median fluctuation strength, but are also
given in absolute values. The data displayed in Fig. 10.4a suggest that the
fluctuation strength of amplitude-modulated pure tones depends very little
on their centre frequency; despite the large interquartile ranges, the medians
indicate the tendency for amplitude-modulated tones at very low (125 Hz)
and very high (8 kHz) frequencies to produce less fluctuation strength than
AM tones at medium frequencies. However, the results shown in Fig. 10.4b
for FM tones indicate a clear dependence of fluctuation strength on centre
frequency so that, although the fluctuation strength of FM tones is almost
constant up to about 1 kHz, it decreases approximately linearly with the
logarithm of the centre frequency towards higher frequencies.

Fig. 10.4a, b. Fluctuation strength of modulated tones as a function of frequency.
(a) Amplitude-modulated pure tone of 70-dB SPL, 4-Hz modulation frequency and
40-dB modulation depth; (b) frequency-modulated pure tone of 70-dB SPL, 4-Hz
modulation frequency, and ±200-Hz frequency deviation

This decrease can be understood in terms of the number of critical bands
encompassed at different centre frequencies by FM tones with a constant
frequency deviation of 200 Hz. As an example, the FM tone at 0.5 kHz
sweeps between 300 and 700 Hz, i.e. between critical-band rates of 3 and
6.5 Bark, respectively. At the 8-kHz centre frequency, the modulation occurs
between frequencies of 7.8 and 8.2 kHz, corresponding to 21.1 and 21.3 Bark,
respectively. This means that at a centre frequency of 0.5 kHz, the FM tone
varies over a critical-band interval of 3.5 Bark, whereas at 8 kHz it varies
only over 0.2 Bark. Hence, the critical-band interval at 8 kHz is a factor of
17.5 smaller than the critical-band interval at 0.5 kHz. Regarding Fig. 10.4b,
it can be seen that this factor of 17.5 is also found for the difference in the
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Fig. 10.5. Fluctuation strength of a frequency-modulated tone as a function of
frequency deviation. The sound pressure level is 70 dB, the centre frequency 1500 Hz
and the modulation frequency 4Hz

relative fluctuation strength at 0.5 and 8 kHz. This result can be taken as an
indication that fluctuation strength of modulated sounds can be described
on the basis of the corresponding excitation patterns.

Figure 10.5 shows the dependence of fluctuation strength on frequency
deviation of an FM tone at a centre frequency of 1.5 kHz. Fluctuation strength
is initially perceived at a frequency deviation of about 20 Hz and increases
approximately linearly with the logarithm of frequency deviation. This result
applies for an FM tone at 1500 Hz with 70-dB SPL and 4-Hz modulation
frequency. For such a tone, the JND for frequency modulation corresponds
to about 2∆f = 8 Hz (see Fig. 7.8). Significant values of fluctuation strength
(say 10% relative fluctuation strength) are achieved for frequency deviations
larger than about 10 times the magnitude of the JNDFM at 4 Hz. This rule
seems to apply also for AM sounds: the modulation depth at which about
10% relative fluctuation strength is reached (see Fig. 10.3), is about 10 times
larger than the JNDAM at 4Hz of about 0.4 dB for a 70-dB AM tone, and
about 0.7 dB for the AM broad-band noise as displayed in Fig. 7.1.

Not only modulated sounds can elicit the hearing sensation fluctuation
strength but also unmodulated narrow noise bands.

Figure 10.6 shows the dependence of relative fluctuation strength of
narrow-band noise as a function of its bandwidth as well as effective modula-
tion frequency. According to (1.6) this frequency can be calculated as follows:
f∗
mod = 0.64 · ∆f .

The comparison of the data displayed in Figs. 10.1 and 10.6 reveals that –
irrespective of periodic or stochastic sound fluctuations – fluctuation strength
shows a bandpass characteristic with a maximum around 4Hz (effective) mod-
ulation frequency.
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Fig. 10.6. Fluctuation strength of narrow-band noise as a function of its band-
width. Center frequency 1 kHz, level 70 dB; Track 36

For unmodulated narrow-band noise, fluctuation strength increases with
level and shows large values for center frequencies around 1 kHz similar to
the data displayed for modulated sounds in Figs. 10.2 and 10.4a.

Figure 10.7 enables a comparison of the fluctuation strength of five
different sounds whose characteristics are listed in Table 10.1. The largest
fluctuation strength is produced by the 70-dB tone with large frequency
deviation. Some 10% less fluctuation strength is elicited by a 60-dB, amplitude-
modulated broad-band noise. A 70-dB, amplitude-modulated 2-kHz tone pro-
duces a fluctuation strength about 30% down from that of the FM tone.

Fig. 10.7. Fluctuation strength of the sounds 1–5 as described in Table 10.1;
Track 37
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Table 10.1. Physical data of sounds 1–5

Sound 1 2 3 4 5

Abbreviation FM AM AM FM
SIN BBN SIN SIN NBN

Frequency [Hz] 1500 – 2000 1500 1000
Level [dB] 70 60 70 70 70
Modulation frequency [Hz] 4 4 4 4 –
Modulation depth [dB] – 40 40 – –
Frequency deviation [Hz] 700 – – 32 –
Bandwidth [Hz] – 16000 – – 10

Sound 4, a 70-dB FM tone with small frequency deviation, produces only
about 1/10 of the fluctuation strength of sound 1. This result is expected
on the basis of the data displayed in Fig. 10.5. Sound 5 represents a nar-
rowband noise with a bandwidth of 10 Hz. The fluctuation strength elicited
by this narrow-band noise can be estimated as follows: as a first approxima-
tion, the narrow-band noise can be regarded as an AM tone at 1 kHz with
6.4 Hz modulation frequency (see Sect. 1.1). If an effective modulation factor
of 40% for narrow-band noise is assumed, then according to the results dis-
played in Fig. 10.3, the fluctuation strength of narrow-band noise should be
a factor of about 2.5 smaller than the fluctuation strength of AM tones with
a 98% modulation factor. A comparison of the relative fluctuation strength
of sound 3 and sound 5 in Fig. 10.7, however, reveals that the fluctuation
strength of narrow-band noise is smaller by a factor of about 5 than the
fluctuation strength of an AM tone. It is apparently the periodic fluctuation
of AM tones, in contrast to the random amplitude fluctuations of the noise,
that enhances the perceived fluctuation strength of the AM tone.

The large fluctuation strength of amplitude-modulated broad-band noise
and frequency-modulated pure tones with large frequency deviation (sounds 2
and 1) can be related to the fact that excitation varies to a large extent along
the critical-band rate scale. Therefore, it can be postulated that fluctuation
strength is summed up across critical bands. This concept will be explained
in more detail in the following section.

10.2 Model of Fluctuation Strength

A model of fluctuation strength based on the temporal variation of the mask-
ing pattern can be illustrated by Fig. 10.8, where the temporal masking
pattern of a sinusoidally amplitude-modulated masker is schematically indi-
cated by the thick solid line. The hatched areas indicate the envelope of a
sinusoidally amplitude-modulated masker plotted in terms of sound pressure
level. The interval between two successive maxima of the masker envelope
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Fig. 10.8. Model of fluctuation strength: temporal masking pattern of sinusoidally
amplitude-modulated masker leading to the temporal masking depth ∆L

corresponds to the reciprocal of the modulation frequency. The temporal
variation of the temporal masking pattern can be described by the magni-
tude ∆L, which represents the level difference between the maxima and the
minima in the temporal masking pattern. This so-called temporal masking
depth, ∆L, should not be confused with the modulation depth, d, of the
masker’s envelope; the masking depth ∆L of the temporal masking pattern
is smaller than the modulation depth d of the masker’s envelope due to post-
masking.

The equation

F ∼ ∆L

(fmod/4Hz) + (4Hz/fmod)
, (10.1)

shows the relationship between fluctuation strength, F , and the masking
depth of the temporal masking pattern, ∆L, as well as the relationship be-
tween F and modulation frequency fmod. The denominator clearly shows that
a modulation frequency of 4 Hz plays an important part in the description of
fluctuation strength: for faster modulation frequencies, the ear exhibits the
integrative features evidenced in postmasking; for modulation frequencies
lower than 4 Hz, effects of short-term memory become important.

For an amplitude-modulated broad-band noise, the magnitude of the
masking depth of the temporal masking pattern, ∆L, is largely independent
of frequency. For amplitude-modulated pure tones, some frequency depen-
dence occurs because of the nonlinearity of the upper slope in the masking
pattern. In addition to those factors, the magnitude of the masking depth
shows a strong frequency dependence with frequency-modulated tones. This
means that, for describing the fluctuation strength of AM tones and FM
tones, the model can be modified as follows: instead of one masking depth
of the temporal masking pattern ∆L, all of the magnitudes of ∆L occuring
are integrated along the critical-band rate scale. A more detailed descrip-
tion of this procedure is given in Chap. 11, where the model for roughness is
discussed.
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Fig. 10.9. Temporal masking pattern of 100% sinusoidally amplitude-modulated
broad-band noise. Hatched: temporal envelope of masker; parameter: modulation
frequency. All data plotted as a function of the temporal location within the period
of the modulation of the masker

A basic feature of the model of fluctuation strength, namely the masking
depth of the temporal masking pattern, can be illustrated in Fig. 10.9. The
temporal envelope of a sinusoidally amplitude-modulated broad-band noise
is indicated by the hatched areas. The different curves represent the tempo-
ral masking patterns for the different modulation frequencies indicated. The
maximum of the masking pattern shows up at a delay relative to the masker
period of 0, the minimum at a delay of 0.5. The difference between maximum
and minimum, called the temporal masking depth, clearly decreases with
increasing modulation frequency. This means that as a function of modula-
tion frequency, the temporal masking pattern shows a low-pass characteris-
tic, whereas fluctuation strength shows a band-pass characteristic. Equation
(10.1) explains how the low-pass characteristic of the temporal envelope is
transformed into the band-pass characteristic of fluctuation strength. This
bandpass characteristic describes the influence of modulation frequency on
fluctuation strength. However, the value ∆L in the formula decreases ap-
proximately linearly with increasing frequency of modulation. Taking this
into account, a relatively simple formula can be given for the fluctuation
strength of sinusoidally amplitude-modulated broad-band noise:

FBBN =
5.8(1.25m − 0.25)[0.05(LBBN/dB) − 1]

(fmod/5Hz)2 + (4Hz/fmod) + 1.5
vacil , (10.2)

where m is the modulation factor, LBBN the level of the broad-band noise
and fmod the frequency of modulation. For amplitude- or freqency-modulated
tones, fluctuation strength may be approximated by integrating the temporal
masking depth, ∆L, along the critical-band rate. This leads to the following
approximation:
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F =
0.008

∫ 24 Bark

0
(∆L/dB Bark)dz

(fmod/4Hz) + (4Hz/fmod)
vacil , (10.3)

where the masking depth, ∆L, may be picked up from the masking patterns
described in Chap. 4 for the different critical-band rates of 1 Bark distance.
The integral is then transformed into a sum of, at most, 24 terms along the
whole range of the critical-band rate.

While for most sounds described in this chapter values of ∆L are avail-
able this is usually not the case for sounds typical for practical applications.
Therefore, a computer program was developed which uses instead of the ∆L
values the corresponding differences in specific loudness. Since the computer
models of fluctuation strength and roughness are very similar some more
detail is given in Chap. 11 and the related literature.



11 Roughness

Using a 100% amplitude-modulated 1-kHz tone and increasing the modula-
tion frequency from low to high values, three different areas of sensation are
traversed. At very low modulation frequencies the loudness changes slowly
up and down. The sensation produced is that of fluctuation. This sensa-
tion reaches a maximum at modulation frequencies near 4 Hz and decreases
for higher modulation frequencies. At about 15 Hz, another type of sensa-
tion, roughness, starts to increase. It reaches its maximum near modula-
tion frequencies of 70 Hz and decreases at higher modulation frequencies. As
roughness decreases, the sensation of hearing three separately audible tones
increases. This sensation is small for modulation frequencies near 150 Hz; it
increases strongly, however, for larger modulation frequencies. This behaviour
indicates that roughness is created by the relatively quick changes produced
by modulation frequencies in the region between about 15 to 300 Hz. There is
no need for exact periodical modulation, but the spectrum of the modulating
function has to be between 15 and 300 Hz in order to produce roughness. For
this reason, most narrow-band noises sound rough even though there is no
periodical change in envelope or frequency. Roughness is again a sensation
which we can consider while ignoring other sensations.

11.1 Dependencies of Roughness

In order to describe roughness quantitatively, a reference value must be de-
fined. In Latin, the word “asper” characterizes what we call “rough”. To
define the roughness of 1 asper, we have chosen the 60-dB, 1-kHz tone that
is 100% modulated in amplitude at a modulation frequency of 70 Hz. Three
parameters are important in determining roughness. For amplitude modula-
tion, the important parameters are the degree of modulation and modulation
frequency. For frequency modulation, it is the frequency modulation index
and modulation frequency.

Figure 11.1 shows the roughness of a 1-kHz tone at a modulation fre-
quency of 70 Hz, as a function of the degree of modulation. Values of the
degree of modulation larger than 1 are not meaningful here. The data, indi-
cated by the solid line, can be approximated by the dashed line. Because the
ordinate and abscissa are given in logarithmic scales, the straight dashed line
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Fig. 11.1. Roughness as a function of the degree of modulation for a 1-kHz tone,
amplitude-modulated at a frequency of 70 Hz. The dot in the right upper corner
indicates the standard sound, which produces the roughness of 1 asper. The broken
line indicates a useful linear approximation; Track 38

represents a power law. The exponent is near 1.6 so that a roughness of only
0.1 asper is produced for a degree of modulation of 25%. This roughness is
quite small and some subjects classify this as “no longer rough”.

This dependence of roughness on the degree of modulation holds for tones
of other centre frequencies also, although the modulation frequency at which
the maximum roughness is reached depends on centre frequency. Figure 11.2
shows the dependence of roughness on modulation frequency at different
centre frequencies for 100% modulation. This dependence has a band-pass
characteristic. Roughness increases almost linearly from low modulation fre-
quencies, in the double-logarithmic coordinates of Fig. 11.2, before it reaches
a maximum. The maximum only depends on carrier frequency below 1 kHz
where the maximum is shifted towards lower frequency of modulation with
decreasing carrier frequency. The lower slope of this band-pass characteristic
remains the same for frequencies of modulation below 1 kHz, even though the
maximum decreases with decreasing centre frequency. For centre frequencies
above 1 kHz, the height of the maximum is reduced although the frequency
of modulation at which this maximum is reached remains unchanged. This
means that above 1-kHz centre frequency there is a parallel shift downwards
of the characteristic with increasing centre frequency.

The upper part of the band-pass characteristic can again be approximated
by a straight line, with a relatively quick decay of roughness with increasing
modulation frequency. It seems that the width of the critical band at lower
centre frequencies plays an important role. At 250 Hz, the critical bandwidth
is only 100 Hz. For a modulation frequency of 50 Hz, the two sidebands already
have a separation of 100 Hz. For even higher modulation frequencies, the
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Fig. 11.2. Roughness of 100% amplitude-modulated tones of the given centre
frequency as a function of the frequency of modulation

two sidebands fall into different critical bands. For centre frequencies above
about 1 kHz, all the dependencies on frequency of modulation have the same
shape. Here, the maximal roughness seems to be limited by the temporal
resolution of our hearing system. Thus, two characteristics of the ear seem to
influence the sensation of roughness: at low centre frequencies, it is frequency
selectivity; at high centre frequencies, it is the limited temporal resolution.

Figure 11.3 shows the dependence of relative roughness on modulation
frequency for amplitude modulated broadband noise, amplitude modulated
pure tones, and frequency modulated pure tones. In line with the data pre-
sented in Fig. 11.2 the maximum of roughness occurs near a modulation
frequency of 70 Hz irrespective of bandwidth or type of modulation. As with
amplitude modulated pure tones also for amplitude modulated broadband
noise or frequency modulated pure tones roughness vanishes for modulation
frequencies above about 300 Hz.

Bands of noise often sound rough, although there is no additional am-
plitude modulation. This is because the envelope of the noise changes ran-
domly. These changes become audible especially for bandwidths in the neigh-
bourhood of 100 Hz, where the average rate of envelope change is 64 Hz (see
Sect. 1.1). Therefore, roughness is particularly large at such bandwidths. For
increasing bandwidth, the creation of roughness is limited by frequency se-
lectivity. Nonetheless, at very high centre frequencies noises can be produced
which are still within the critical band but have a bandwidth of 1 kHz. Such a
noise, although it is randomly amplitude modulated, sounds relatively steady
and produces only a very small sensation of roughness.

Figure 11.4 shows the dependence of roughness on sound pressure level.
Data are given for amplitude-modulated broad-band noise, amplitude-modu-
lated pure tone, and frequency modulated pure tone.
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Fig. 11.3a–c. Roughness of three modulated sounds as a function of modulation
frequency. (a) Amplitude modulated broadband noise of 60 dB SPL and 40 dB
modulation depth; (b) amplitude modulated 1 kHz tone of 70 dB SPL and 40 dB
modulation depth; (c) frequency modulated pure tone of 70 dB SPL, 1500Hz center
frequency, and ±700 Hz frequency deviation; Track 39

Fig. 11.4a–c. Roughness of modulated sounds as a function of sound pressure level.
Modulation frequency is 70 Hz. (a) Amplitude-modulated broad-band noise with
40 dB modulation depth, (b) amplitude-modulated 1 kHz-tone with 40 dB modula-
tion depth, (c) frequency-modulated pure tone at 1500Hz with ±700 Hz frequency
deviation

For an increase in sound pressure level by 40 dB roughness increases by
a factor of about 3. This dependence of roughness on level is similar to the
increase of fluctuation strength with level as displayed in Fig. 10.2.

An increment of roughness becomes audible for an increment in the degree
of modulation of about 10%, which corresponds to an increment of about
17% in roughness. For amplitude-modulated 1-kHz tones and a modulation
frequency of 70 Hz, a threshold of roughness is reached for values close to 0.07
asper. One asper is close to the maximum roughness for amplitude-modulated
tones; there are thus only about 20 audible roughness steps throughout the
total range of roughnesses.
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Frequency modulation can produce much larger roughness than amplitude
modulation. A strong frequency modulation over almost the whole frequency
range of hearing produces a roughness close to 6 asper. Only amplitude mod-
ulation of broad-band noises is able to produce such a large roughness.

Figure 11.5 shows the dependence of roughness of an FM-tone on fre-
quency deviation. An FM-tone centered at 1500 Hz with a level of 70 dB was
modulated by a modulation frequency of 70 Hz.

Fig. 11.5. Roughness of a sinusoidally frequency modulated pure tone as a func-
tion of frequency deviation. Center frequency 1500Hz, sound pressure level 70 dB,
modulation frequency 70 Hz

The results displayed in Fig. 11.5 indicate that for frequency deviations
up to 50 Hz only negligible values of roughness show up. For larger values
of the frequency deviation ∆f roughness increases almost linearly with the
logarithm of ∆f .

11.2 Model of Roughness

As mentioned above, there are two main factors that influence roughness.
These are frequency resolution and temporal resolution of our hearing system.
Frequency resolution is modelled by the excitation pattern or by specific-
loudness versus critical-band rate pattern.

It is assumed that our hearing system is not able to detect frequency
as such, and is only able to process changes in excitation level or in spe-
cific loudness at all places along the critical-band rate scale; thus the model
for roughness should be based on the differences in excitation level that are
produced by the modulation. Starting with amplitude modulation, we can
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refer to data that describe the masking effect produced by strongly tem-
porally varying maskers. Because masking level is an effective measure for
determining excitation, it can be used to estimate the excitation-level differ-
ences produced by amplitude modulation. This procedure incorporates the
two main effects already discussed, i.e. frequency and temporal resolution.
The temporal masking patterns outlined in Figs. 4.24, 4.25, and 4.27 show
the temporal effects and indicate values of ∆L that can be used as a measure
to estimate differences between the maximum and the minimum of the tem-
poral masking pattern. This temporal masking depth, ∆L, becomes larger
for lower modulation frequency. If roughnesses were determined only by this
masking depth, then one would expect the largest roughness at the lowest
modulation frequencies. This is not the case, indicating that roughness is
a sensation produced by temporal changes. A very slow change does not
produce roughness; a quick periodic change does, however. This means that
roughness is proportional to the speed of change, i.e. it is proportional to the
frequency of modulation. Together with the value of ∆L, this leads to the
following approximation:

R ∼ fmod∆L . (11.1)

For very small frequencies of modulation, roughness remains small al-
though ∆L is large. In this case fmod is small, so that the size of the product
remains small. For medium frequencies of modulation around 70 Hz, the value
of ∆L is smaller than at low modulation frequencies. However, fmod is much
larger in this case, so that the product of the two values reaches a maximum.
At high frequencies of modulation, fmod is a large value but ∆L becomes
small because of the restricted temporal resolution of our hearing system.
Thus the product diminishes again. In this context, it should be realized that
a modulation frequency of 250 Hz corresponds to a period of 4 ms, and the
effective duration of the valley is only about 2 ms. In this case, the temporal
masking depth, ∆L, becomes almost zero. Consequently, the product of ∆L
and fmod becomes very small and the roughness disappears.

This way, roughness can be approximated and compared with the mea-
sured data. This is done in Fig. 11.6 by using the maximum roughness at
70 Hz as a reference. Roughness relative to the maximal value reached is
plotted as a function of modulation frequency. The solid line corresponds to
the data shown in Fig. 11.2 for centre frequencies above 1 kHz. The dotted line
corresponds to the calculated values based on the assumption that roughness
is proportional to the product of modulation frequency and masking depth.
The calculated dependence agrees well with the subjectively measured one,
although there are some differences especially at lower frequencies of modu-
lation. There, subjectively measured roughness disappears more quickly than
calculated roughness. In this region, subjects have difficulties differentiating
between sensations of roughness and fluctuation strength, and concentrate
mostly on one or the other.
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Fig. 11.6. Relative roughness as a function of the frequency of modulation as
subjectively measured (solid) and calculated (dotted)

For more precise calculations, it has to be realized that the value ∆L
depends on the critical-band rate. The nonlinear rise of the upper masking
slope outlined in Fig. 4.9 produces ∆L′s in the region of the upper slope
that are much larger than those corresponding to the main excitation. These
effects can also be seen in Fig. 4.24. Comparing ∆L produced at a test-
tone frequency identical to the frequency of the masker (1 kHz), with that
produced on the upper slope near 1.6 kHz, it is evident that ∆L on the slope
is much larger. To account for this effect, the given approximation is changed
to:

R ∼ fmod

∫ 24Bark

0

∆LE(z)dz . (11.2)

Using the boundary condition that a 1-kHz tone at 60 dB and 100%, 70 Hz
amplitude-modulated, produces the roughness of 1 asper, the roughness R of
any sound can be calculated using the equation

R = 0.3
fmod

kHz

∫ 24Bark

0

∆LE(z)dz

dB/Bark
asper . (11.3)

Unfortunately, we do not have data for ∆L as a function of critical-band rate
that are as numerous as the data for excitation level or specific loudness.
Therefore, the calculations are somewhat limited. Using the data available,
however, we have been able to demonstrate that roughness can be calculated
precisely as a function of the degree of modulation. In this case, the calcu-
lated value is influenced mainly by the dependence of ∆L on the degree of
modulation, but not by the frequency of modulation. For modulated tones,
the nonlinear rise of the upper slope of the masking versus critical-band rate
pattern, creates larger contributions to roughness than those produced at
the main excitation. This leads to the prediction – in agreement with psy-
choacoustical data – that the slope of the relationship between roughness
and degree of modulation (both on logarithmic scales) is larger for sinusoidal
tones (1.6) than for broad-band noises (1.3).

Some data concerning the value ∆L with frequency-modulated sounds are
available. Approximations based on the equation given follow qualitatively
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and in many cases even quantitatively the psychoacoustically measured de-
pendencies.

It is of advantage to transfer the ∆L values necessary for the calcula-
tion of roughness into the corresponding variations of specific loudness. As
input to the model, the specific loudness-time function in each channel of a
loudness-meter as illustrated in Fig. 8.26 is necessary. Moreover, the corre-
lation between signals in neighboring channels has to be taken into account.
On this basis, a computer program was developed which nicely accounts for
the measured psychoacoustic data and can also describe quantitatively the
roughness of noise emissions.

A variant of this program which essentially is based on the same features
can also quantitatively assess the dependencies of fluctuation strength on
relevant stimulus parameters (cf. Chap. 10).



12 Subjective Duration

When we talk about duration, we normally think of objective duration, i.e.
physical duration measured in seconds, milliseconds or minutes. This is so,
although we often check durations by listening to them in music, for example,
or by giving a talk, where a short silence can add emphasis. If such durations
can be measured by listening, they cannot be objective durations but must be
subjective because they correspond to sensations. Subjective duration is not
drastically different from objective duration if the durations of long-lasting
sound bursts are compared. Therefore, it is often assumed that subjective
duration and objective duration are almost equal. This is not so, however,
when the duration of sound bursts is compared with the duration of sound
pauses. In this case, drastic differences appear which indicate the need to
consider subjective duration as a separate sensation.

12.1 Dependencies of Subjective Duration

The scale of subjective duration can be quantified by fixing a reference value
and a unit.We have chosen as the unit the “dura” and have determined that a
1-kHz tone of 60 dB sound pressure level and 1 s physical duration, produces
a subjective duration of 1 dura. By halving and doubling, we can produce
the relationship between subjective duration and physical duration for 1-kHz
tone bursts. The result is plotted in Fig. 12.1 in double logarithmic scales.
The subjective duration, D, is the ordinate, and physical duration, Ti, is the
abscissa. The reference point is marked by an open circle. Proportionality
between the two values would be indicated by the broken 45◦ line.

This proportionality is effective over a wide range, starting at large dura-
tions of 3 s down to a duration of about 100 ms. Below that physical duration,
subjective duration deviates from this proportionality with the tendency that
subjective duration decreases less than physical duration. However, these re-
sults may be influenced by the fact that reducing the duration of the 1-kHz
tone produces a different spectrum. Therefore, white noise was used to
produce shorter sound bursts without changing the spectrum. For large
durations, white-noise bursts show the same proportionality between phys-
ical and subjective duration as found for 1-kHz tones. The physical dura-
tion of white noise can be reduced to 0.3 ms without much influence on the
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Fig. 12.1. Subjective duration as a function of the physical duration of 1-kHz tones
at 60 dB SPL (solid line). The broken line indicates equality of physical and sub-
jective duration. The open circle marks the standard sound producing a subjective
duration of 1 dura

spectral shape. The results in this short duration area confirmed the tendency
of 1-kHz tones to show little difference in subjective durations when physical
duration is changed from 1ms to 0.5 ms. From these measurements, it can
be concluded that the effect shown in Fig. 12.1 is not a side effect based on
the spectral broadening of the shorter 1-kHz tone bursts, but an effect that
is based on the behaviour of human hearing. This means that one cannot
expect subjective duration and objective duration to be equal for durations
shorter than 100 ms.

This finding is somewhat astonishing; however, the results produced by
comparing subjective durations produced by pauses with those produced by
tone bursts are even more surprising. In this case, the method of comparison
is used and pauses are changed to sound as long as tone bursts, and vice
versa. The inset in Fig. 12.2 shows the temporal sequence of the test sounds
to be compared. A sound burst of duration Ti is followed by a pause that
lasts at least 1 s. After this, the tone is switched on again for 0.8 s, followed
by a pause of duration Tp, switched on again for another 0.8 s and followed by
a pause lasting at least 1 s. The subject compares the perceived duration of
the tone burst with the perceived duration of the pause. In one experiment,
the physical duration of the tone burst is changed, in the next the physical
duration of the pause is changed by the subject to produce equal subjective
durations. The use of the method of adjustment produces the same results
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Fig. 12.2. Comparison of subjective durations produced by pauses and those pro-
duced by sound bursts. The physical duration of pauses (ordinate) producing the
same subjective durations as a sound burst of given physical duration (abscissa)
are shown for white noise (WN), 200-Hz and 3.2-kHz tones. The inset indicates the
sequence of the sounds; Track 40

as the use of the method of constant stimuli. The results plotted in Fig. 12.2
show curves of equal subjective duration plotted in the plane with physical
duration of the pause as the ordinate and physical duration of the burst as
the abscissa, both on logarithmic scales. The parameter is the type of sound
used.

Tones of 3.2 kHz produce the largest effects while low-frequency tones of
200 Hz, or white noise, produce less pronounced effects. Both show, however,
strong deviations from the 45◦ line that indicates equality of the durations
of the burst and the pause. The expected result, that subjective duration
of a pause and subjective duration of a burst are equal, is true for physi-
cal durations larger than 1 s but is certainly not true for smaller physical
durations. Using 3.2-kHz tones as the sound from which the bursts and the
pauses are extracted, it can be seen from Fig. 12.2 that a burst duration
of 100 ms produces the same subjective duration as a pause which actually
lasts as long as 400 ms. The difference in this case is a factor of four! For
200 Hz or white noise, the effect is smaller but still about a factor of two.
The difference between physical burst duration and physical pause duration
necessary to produce equal subjective durations, is true for burst durations
below 100 ms down to durations as short as 5 ms.

The effect, which must play a strong role in music and speech perception,
is not too dependent on loudness level if loudness levels larger than 30 phon
are used.
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12.2 Model of Subjective Duration

There are few psychoacoustical data available with regard to subjective du-
ration. Thus, it is not possible to give an extensive model. The results so far,
however, allow us to start with a model that is relatively simple, and makes
use of the effect of premasking and postmasking. In most cases, the effect of
premasking may be neglected, while the effect of postmasking becomes domi-
nant with short pauses. Using the temporal masking effects as an indication of
the excitation level versus time course produced by sound bursts and pauses,
the comparison between the time course of sound pressure level and that of
excitation level may lead to meaningful interpretations. Figure 12.3 shows, in
the upper panel, sound pressure level L as a function of time, and in the lower
part excitation level LE as a function of time. Premasking and postmasking,
the latter being dependent on the duration of the preceeding masker burst,
produce the time course shown in the lower panel. The functions outlined
in Fig. 12.2 indicate for a 3.2-kHz tone, that subjective duration of a burst
of 30 ms is equal to the subjective duration of a pause of 120 ms. The sub-
jective equality of the two durations can be extracted using the assumption
that subjective duration derives from the excitation level versus time course,
by searching for those durations that are determined by levels 10 dB above
the minima surrounding the time region in question. This means that the
subjective duration of the 30-ms tone burst can be assumed as being picked
up 10 dB above the excitation level corresponding to threshold in quiet, as
indicated by a double arrow. The duration of the pause of 120 ms is picked up
10 dB above the minimum that is produced during the pause in the excita-
tion level versus time course, again indicated by a double arrow. Comparison
of the two double arrows indicates that these are almost equal in size. This
means that equal subjective duration is produced by such a presentation of
burst and pause.

Subjective duration plays an important role in music. The model assumes
that subjective duration derives from the excitation level versus time course

Fig. 12.3. Sound pressure level and excitation level as a function of time. The
physical duration of the tone burst is chosen in such a way that it produces the
same subjective duration as the pause. The double arrows mark the intervals in
excitation level value that correspond to the respective subjective duration



12.2 Model of Subjective Duration 269

Fig. 12.4a–c. Musical notation for a sequence of tones in (a) and the corresponding
expected sequence of durations in (b). The actually played sequences of tone bursts
and pauses are given in (d), the corresponding excitation level versus time pattern is
given in (c). The double arrows with solid lines indicate the subjective durations of
the bursts, the double arrows connected with broken lines the subjective durations
of the pauses; Track 41

by picking up the duration 10 dB above the surrounding minima. In music, the
notation of tone length and pause length is given by certain symbols, which
are read by the musicians. An example is given in Fig. 12.4 in row (a). The
black and white bars in row (b) show the correlated physical durations, which
might be played by a non-musician. What is actually played physically by
musicians is indicated by the black and white bars in (d). This is completely
different from the notation transformed mathematically into the durations
outlined in (b). Using the model, we can plot the excitation level versus time
course, look for the length of the double arrows plotted 10 dB above the
minima and see that the length of the first four double arrows is equal, and
that the lengths of the fifth and sixth double arrows are equal to one another
but about twice as long as the previous four. This means that bursts and
pauses are perceived as being equally long, as required by the musical notation
(a). This illustrates clearly that subjective duration plays an important role
for rhythm and that musicians produce what is intended musically, although
the notations for durations shorter than 1 s are physically wrong.

Another similar effect occurs with speech and is known to most of those
working in speech analysis. The pronounciation of plosives is connected with
the production of pauses that last between 60 and 150 ms. These pauses,
physically needed before a plosive can be pronounced, are not obvious in
speech perception – if one does not pay much attention to them, they are not
perceived. This means that these pauses, although physically existent, are
very short in subjective duration and play only a secondary role in speech
perception. The model for subjective duration again shows that excitation
level versus time pattern can be of great help in describing hearing sensations.



13 Rhythm

In this chapter, the physical data of the temporal envelope of sounds eliciting
the perception of a subjectively uniform rhythm are shown. In addition, the
rhythm of speech and music is discussed. For music, the hearing sensation
of rhythm is compared with the hearing sensations of fluctuation strength
and subjective duration. Finally, a model based on the temporal variation of
loudness is proposed for the hearing sensation rhythm.

13.1 Dependencies of Rhythm

It is frequently assumed that sound bursts of equal temporal spacing elicit the
sensation of a subjectively uniform rhythm. However, this simple rule holds
only for very short sound bursts with steep temporal envelopes. Sound bursts
with a more gradual rise in the temporal envelope often require systematic
deviations from physically uniform temporal spacing, in order to produce a
subjectively uniform rhythm. In Fig. 13.1, several examples are illustrated.
The temporal envelope of the sound bursts is indicated schematically in the
left column panels. The durations TA and TB indicate the physical durations
of the bursts in the next two columns. The temporal shift, ∆t, (relative
to equal spacing of the intervals) that is required to produce subjectively
uniform rhythm is given in the right column. A comparison of the data shown
in Fig. 13.1f and 13.1h reveals the main influence of the temporal envelope
on the perception of subjectively uniform rhythm: in Fig. 13.1h, both burst
A and burst B show a steep increase of the temporal envelope. In this case,
the time shift, ∆t, is zero. This means that for a steeply rising temporal
envelope, the equality of the temporal distance between the rising parts of
the envelope leads to the perception of subjectively uniform rhythm. However,
as illustrated in Fig. 13.1f, a temporal shift as large as 60 ms occurs for a
gradual increase of the temporal envelope of burst B. In this case, it is not the
physical starting point of burst B, but a temporal position 60 ms later which
produces subjectively uniform rhythm. A comparison of the steepness of the
temporal envelopes and the magnitude of the time differences ∆t for all cases
displayed in Fig. 13.1 confirms this trend: for the steep rise of the temporal
envelope of burst B, small values of ∆t occur, whereas gradual increases in
the temporal envelope lead to large values of ∆t.
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Fig. 13.1a–h. The temporal characteristics of sound bursts eliciting a perception
of subjectively uniform rhythm. Schematic representation of the temporal envelopes
are given in the left-hand column; durations TA and TB of the sound bursts A and
B are indicated in the centre columns, and in the right column the temporal shift
∆t with respect to a sequence of physically equidistant onset is found. The bursts
are extracted from 3-kHz tones and in case (a) from white noise (asterisk)

In Fig. 13.2, an example of the rhythm of fluent speech is given. The task
of the subject was to tap on a Morse key the rhythm of the sentence “he
calculated all his results”. In the lower part of Fig. 13.2, the distribution of
the perceived rhythm, i.e. the histogram of the temporal distance between
the strokes on the Morse key is given. From the lower part of Fig. 13.2, it is
clear that the perceived rhythm of fluent speech is based on the syllables: each
syllable leads to a rhythmic event, and hence to a stroke on the Morse key.
In the upper part of Fig. 13.2, the loudness-time function of the test sentence
is given, as measured by a loudness meter (see Chap. 8). A comparison of
the upper and lower parts of Fig. 13.2 reveals that each syllable is correlated
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Fig. 13.2. The rhythm of fluent speech. Lower part : histogram of the rhythmic
events produced by subjects listening to the sentence, “he calculated all his results.”
Upper part : corresponding loudnesstime function

with a maximum in the loudness-time function. This result will be discussed
in more detail in Sect. 13.2.

Figure 13.3 illustrates the relationship between the hearing sensations
rhythm and fluctuation strength. For 60 pieces of music, each with a dura-
tion of 20 s, the perceived rhythm was measured by tapping the rhythm on
a Morse key. The intervals between successive strokes were sampled, and the
corresponding histograms calculated. The three thick arrows at the bottom of

Fig. 13.3. The correlation between rhythm and fluctuation strength. Arrows: his-
togram of the temporal distance of the rhythmic events of 60 pieces of music. Broken
line: dependence of fluctuation strength on modulation frequency. Solid curve: en-
velope variation of the 60 pieces of music as a function of the centre frequency of
the thirdoctave filters used to analyze the envelope variation of the music
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Fig. 13.3 represent the results: the most frequent interval between successive
strokes was 250 ms; this leads to a modulation frequency of 4 Hz (large arrow
in Fig. 13.3). Other maxima occur at 8 and 2 Hz, corresponding to tempo-
ral distances between successive strokes of 125 and 500 ms. The broken line
in Fig. 13.3 represents the dependence of the hearing sensation fluctuation
strength on modulation frequency (compare Chap. 10). The solid curve gives
the variation of the temporal envelope averaged across all 60 pieces of mu-
sic. The results diplayed illustrate the remarkable correlation between the
sensation of fluctuation strength (broken line) and the sensation of rhythm
(arrows). In addition, the solid line in Fig. 13.3 illustrates that both fluctu-
ation strength and rhythm depend primarily on variations in the temporal
envelope of the sound.

The correlation between the hearing sensation of rhythm and the hearing
sensation of subjective duration can be illustrated by means of Fig. 13.4. In
Fig. 13.4a, the musical notation of a rhythmic sequence is given. Figure 13.4b
illustrates the corresponding expected subjective durations by black bars for
notes and white bars for pauses. However, as shown in Fig. 13.4c, the physical
duration of bursts and pauses performed by musicians differ quite substan-
tially from the pattern shown in Fig. 13.4b, in order to subjectively produce
the rhythm expressed in the notation. As discussed in more detail in Chap.
12, the physical durations of bursts and pauses have to differ by a factor
of about 4 in order to produce the same subjective duration. In addition,
the subjective doubling of musical notes has to be produced by increasing
the physical burst duration by a factor of 2.6. Figure 13.4 therefore gives an
excellent example of the fact that musically meaningful rhythmic patterns

Fig. 13.4a–c. The relationship of rhythm and subjective duration. (a) Musical
notation of a rhythmic pattern; (b) illustration of the subjective duration of notes
(black bars) and pauses (white bars); (c) physical durations of the sound bursts
(hatched) and pauses necessary to produce the rhythm indicated by musical no-
tation. Subjective duration of notes and pauses is illustrated by double arrows
according to the model of subjective duration of bursts (solid lines) and pauses
(broken lines)
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can only be produced when the relationship between physical duration and
subjective duration is taken into account.

13.2 Model of Rhythm

The main features of a model for rhythm are explained in Fig. 13.5. The
rhythm of sounds such as speech and music can be calculated on the basis
of the temporal pattern of their loudness, measured by a loudness meter (see
Chap. 8). Basically, each maximum of the loudness-time function indicates
a rhythmic event. More specifically, the model postulates that only maxima
above a value 0.43NM are considered, where NM represents the loudness of
the highest maximum within a relevant time, for example that of a phrase.
This means that the maxima around 1 s in Fig. 13.5, for example, are ig-
nored. A second condition is that only relative maxima of sufficient height
are considered. As indicated in Fig. 13.5, the maximum at the right of the
main maximum NM produces an increase in the loudness-time function of
only ∆N/NM < 0.12, and is therefore ignored. Only relative increments of
loudness greater than 12% are Significant. As a third condition, only maxima
which show a temporal separation greater than 120 ms are considered to be
separate rhythmic events. Therefore, the maximum at the left of the main
maximum NM is ignored as being too small relative to the largest inside the
120-ms window. This means that when calculating the rhythm produced by
the loudness-time function given in Fig. 13.5, only three maxima are taken
into account; they are more than 120 ms apart, lie above 0.43NM and produce
an increase in loudness with respect to the preceding maximum of at least

Fig. 13.5. A model for rhythm. The rules for extracting the three maxima that
are taken as indications of rhythmic events (arrows at the upper abscissa) from the
loudness-time function are given in the text
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0.12NM. Often, it may be better not to use only the total loudness versus
time function, but also parts of the loudness or even the specific loudness
versus time functions as the basis for calculating rhythm.

Whereas most rhythmic events can be detected by means of variations in
the (specific) loudness-time functions, variations in pitch can sometimes lead
to rhythmic events despite constant loudness. In such cases, the variations
in pitch have to be calculated according to the models of spectral pitch or
virtual pitch described in Chap. 5.



14 The Ear’s Own Nonlinear Distortion

A transmission system containing a nonlinearity produces harmonics when
transmitting a pure tone. Such distortion products are often neither annoying
nor audible, because they match almost totally with the fundamental. Mu-
sical tones are complex tones and consist of several harmonics. In this case,
the nonlinearity changes the amplitude of these harmonics somewhat. This
change is also rarely detected. Further, masking, which is stronger above the
frequency of the tone, leads to the fact that strong fundamentals mask the
higher harmonics produced by the nonlinear transmission system. Difference
tones, produced by the nonlinearity when two tones (the primaries) are pre-
sented, are easier to detect. The difference tones are produced at frequencies
below those of the primaries. The masking effect at medium and high lev-
els is much smaller, and the difference tones are more easily detected. The
frequencies of the difference tones may appear unharmonically related to the
primaries and may therefore be annoying, if audible. Even when using high-
quality electroacoustic equipment that does not produce audible nonlinear
distortion products, we still hear difference tones that are produced by the
nonlinearity of our hearing system.

The spectra of primaries f1 and f2, and of the distortion products ap-
pearing with quadratic nonlinear distortion are shown in Fig. 14.1a, and
with cubic distortions in Fig. 14.1b. The spectra indicate that the quadratic
combination tones at (f2 − f1) and (f2 + f1) are a factor of two larger in
amplitude than the quadratic harmonics at 2f1 and 2f2, and that the cubic
difference tones at (2f1 − f2) and (2f2 − f1) are a factor of three larger than

Fig. 14.1a,b. Distortion products produced by two primaries with frequencies f1

and f2 as a consequence of pure quadratic nonlinear distortion (a) and of pure cubic
nonlinear distortion (b)
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the cubic harmonics. This contributes to the fact that difference tones are the
most easily detectable distortion products. For regular quadratic distortion,
i.e. following a square law, the level of the quadratic difference tone follows
the equation

L(f2−f1) = L1 + L2 − C2 , (14.1)

where C2 depends on the relative amplitude of the quadratic distortion. The
level of the lower cubic difference tone, which is the most prominent distortion
product produced by regular cubic (i.e. following a cubic law) distortion,
follows the equation

L(2f1−f2) = 2L1 + L2 − C3 , (14.2)

while the level of the upper cubic difference tone follows the equation

L(2f2−f1) = 2L2 + L1 − C3 . (14.3)

Here, C3 depends on the relative amplitude of the cubic distortion.
These equations hold for regular distortions, which are the usual kind

produced in electroacoustic networks. In such equipment, the deviation from
exact linearity is not very strong, and the equations given above are mostly
fulfilled. Knowledge of these kinds of dependencies is helpful when the non-
linear distortion products produced in our hearing system are discussed.

For quantitative psychoacoustical measurement of the nonlinear distortion
products (mainly difference tones) produced in our hearing system, two meth-
ods are available – the method of cancellation and the pulsation-threshold
method. The cancellation method uses an additional tone produced by the
electronic equipment to have the same frequency as the difference tone, but
being variable in amplitude and phase. This separately produced difference
tone is added to the two primaries delivered to our hearing system. The
subject adjusts the level and phase of this additional tone until the audible
difference tone totally disappears. This way, the audible difference tone pro-
duced by our hearing system is cancelled. The level of the additional tone
necessary for cancellation is a measure of the amplitude of the difference tone
produced internally by our hearing system.

The pulsation-threshold method (see Sect. 4.4.6) uses a non-simultaneous
presentation, in which the pulsation threshold of the additionally presented
electronically produced tone at the difference frequency is measured. The
cancellation method has been partially opposed in the literature, using the
argument that the additional cancellation tone may change the nonlinearity
and may therefore influence the result. In principle such an effect appears
in any nonlinear device. However, this influence has been studied carefully,
and it was shown that, for the worst case (equal amplitude of the primaries),
it results in only small 1- or 2-dB effects, which are about the accuracy of
measurement. The method of pulsation threshold has other strong disadvan-
tages. It compares two completely different conditions – that of simultaneous
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presentation (two primaries and the internally produced difierence tone) with
that of nonsimultaneous presentation of the additional tone. The dificulty is
increased by the rather doubtful assumption that the decay of postmasking
and the rise of premasking behave linearly. Therefore, the data presented be-
low are produced using the method of cancellation. All tones are produced
electronically and separately. The measurements were made monaurally us-
ing a DT48 earphone with a free-field equalizer. The distortion products of
the equipment show such low values that they can be ignored.

14.1 Even Order Distortions

Our hearing system shows the best frequency selectivity in a frequency range
around 2 kHz. There, the critical bandwidth is relatively small. Good fre-
quency selectivity is necessary to measure the cancellation levels not only
over a large range of frequency differences (f2 − f1), but also over a large
range in the level of the two primaries L1 and L2. In order to avoid harmonic
conditions, frequencies with unusual values are chosen.

The upper part of Fig. 14.2 shows the level of the (f2 − f1) tone needed
to cancel the audible quadratic difference tone produced by the primary lev-
els as indicated. The lower part of the figure shows the phase needed for
cancellation. The frequency of the lower primary, f1, is 1620 Hz, that of the
upper primary, f2, is 1944 Hz. The difference frequency, which is also the fre-
quency f2−f1 of the quadratic difference tone and of the cancellation tone, is
324 Hz. Figure 14.2b shows the effect for a similar condition, with the fre-
quency f2 = 2592 Hz and (f2 − f1) = 972 Hz. Cancellation level and cancel-
lation phase are given in both cases as a function of the level of the primary,
L2. Cancellation level and cancellation phase show an almost regular behav-
iour, i.e. with increasing L1 or L2, the cancellation level, L(f2−f1), indicated
by solid lines increases by almost the same amount (broken lines). The phase
remains almost constant, independent of both L1 and L2. These relationships
appear both for the small frequency separation and the large frequency sep-
aration of the primaries. This means that the effect of quadratic distortion
produced in the hearing system of this subject (and many other subjects) fol-
lows approximately the relatively simple rule that is indicated by the broken
lines. This rule corresponds to what is expected for a transmission system,
that acts with an ideal quadratic distortion. The characteristic, expressed by
the broken lines, follows the equation

L(f2−f1) = L1 + L2 − 130 dB . (14.4)

The fact that the two parts of Fig. 14.2 can be described well by the same
set of dashed lines indicates that, in this case, the nonlinearity is indepen-
dent of frequency distance. This means that the transmission characteristic
of the hearing system of such a subject differs relatively little from regularity.
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Fig. 14.2a,b. Sound pressure level (upper part) and phase (lower part) of the
tone at the frequency of the quadratic difference tone needed for cancellation, as a
function of the level L1 of the lower primary. The level of the upper primary, L2,
is the parameter, the frequencies of the primaries and of the difference tone are
indicated. The broken lines correspond to a behaviour that would be expected for
regular quadratic distortion

Difference tones can be cancelled only for levels of one of the two primaries
above about 70 dB. For lower values of the primaries, the difference tone
remains inaudible. For L1 ≈ L2 = 70 dB, the cancellation level remains at
about 10 dB. This means that it is 60 dB below the level of the primaries, cor-
responding to an amplitude of the sound pressure of the cancellation tone of
about one thousandth that of the primaries. This difference becomes smaller
for increasing level of the primaries and reaches about 40 dB (corresponding
to 1%) for L1 ≈ L2 = 90 dB.

Most of the subjects show the behaviour described above. However, a
smaller group shows a dependence of the cancellation level on the level of the
primaries that cannot be approximated by the dashed lines. Additionally,
for these subjects, the phase is no longer independent of level. An example
is indicated in Fig. 14.3. The coordinates and parameters are the same as
for Fig. 14.2. A comparison between the two sets of data shows that there
is some tendency for the broken lines indicated in Fig. 14.2 to appear in
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Fig. 14.3a,b. Cancellation data of quadratic difference tone as outlined in Fig. 14.2
but for a subject who shows strong deviations from regular quadratic distortion

Fig. 14.3. However, there is also strong deviation from the broken lines, visible
especially in Fig. 14.3a.

Measurements of the cancellation level and cancellation phase for the
quadratic difference tone as a function of the frequency region of the lower
primary, have shown frequency independence at least for the first group show-
ing almost regular quadratic distortion behaviour. This indicates that the
quadratic difference tone measured by the cancellation method seems to be
produced before the frequency-selective mechanism becomes effective, i.e. in
the middle ear. The development of the quadratic difference tone for the
second group seems to be rather complicated. A mixture of the nonlinear
distortion produced in the middle ear and of that produced in the inner ear
may be the reason.

Distortions of the fourth order are almost inaudible. They can be pro-
duced and cancelled by adding the additional tone only at levels above 85 to
90 dB. In this region, the stapedius muscle is already active and may strongly
influence the results.
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14.2 Odd Order Distortions

The level and phase of the simultaneously presented tone of frequency
(2f1 − f2) necessary to cancel the cubic difference tone produced by the
two primaries, is indicated in Fig. 14.4 for the same parameters as given
in Fig. 14.2. Using the data point for the cancellation level produced for
L1 = L2 = 90 dB, the broken line indicates the characteristics expected
from a transmission system with regular cubic distortions (corresponding to
(14.2)). It is clear that the data produced by this subject are very different
from the expected values. In addition, phase depends strongly on the level of
the lower primary. Furthermore, the values obtained with a higher frequency
f2 (Fig. 14.4b), show much smaller levels and different phases relative to the
results given in Fig. 14.4a. This indicates that the cubic distortions produced
in our hearing system cannot be described by a regular cubic transfer func-
tion. There seems to be a different effect that, even for very low levels of

Fig. 14.4a,b. Sound pressure level (upper part) and phase (lower part) of a tone
at the frequency of the cubic (2f1 − f2)-difference tone needed for cancellation as
a function of the level of the lower primary. The level of the upper primary is the
parameter. The frequencies of the primaries and of the cubic difference tones for the
two frequency separations are indicated. The dashed line follows (14.2); Track
42 and 43
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only 40 or 30 dB, produces cubic difference tones that are audible and can
therefore be cancelled out.

The largest difference between the data expected from the regular cubic
distortion and the measured data, is that the cancellation level eventually
decreases with increasing levels of the lower primary. This decrement, for ex-
ample in Fig. 14.4a with L2 = 60 dB and L1 larger than 65 dB, indicates that
the hearing system acts less nonlinearly for higher input levels, i.e. indicating
the existence of a distortion source that cannot be described by simple regular
nonlinear characteristics. The unusual amplitude and phase behaviour of the
cancellation tone was also measured for other subjects. Although the effect
is irregular and seems not to be describable by a simple system, most of the
subjects show similar results so that, at least in certain parameter regions,
averaging was possible.

Figure 14.5 shows the medians and interquartile ranges of cancellation
level and cancellation phase of the (2f1 − f2)-difference tone from six sub-
jects. Frequency of the lower primary is kept constant (f1 = 1620 Hz) while
frequency of the upper primary is changed from 1800 Hz to 1944 Hz and

Fig. 14.5. (2f1 − f2)-cancellation values as in Fig. 14.4, but showing the medians
and interquartile ranges from six subjects; parameters for the three frequency sep-
arations as indicated. The phase ranges given in the lower left drawing indicate all
data at a particular value of the lower primary level, regardless of the level of the
upper primary
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2192 Hz in parts a–c, respectively. The abscissa is again the level of the lower
primary, while the level of the upper primary is the parameter. A comparison
of the three parts clearly shows that level and phase of the cancellation tone
depend strongly on the frequency separation ∆f = f2 − f1. The six sub-
jects show behaviour that is similar to that of the subject whose results are
outlined in Fig. 14.4. The interquartile ranges of cancellation level and cancel-
lation phase seem to increase with increasing frequency separation of the two
primaries. If the individual data sets are compared with the median values, it
is clear that the individual differences are caused by a parallel shift upwards
or sidewards; the general shape of the curves remains similar for all subjects.
Only for the largest frequency separation of the primaries (∆f = 572 Hz)
does individually different behaviour appear. Some subjects produce data
that are similar to the medians; other subjects show level minima and phase
jumps that make averaging a doubtful procedure.

The frequency difference, ∆f = f2 − f1, seems to play an important role.
Therefore, data have been measured for the parameter configuration where
L1 = L2, while the frequency separation, ∆f , is the abscissa. Figure 14.6
again shows medians and interquartile ranges from the same six subjects,
in part (a) as a function of the frequency separation with L1 = L2 as the
parameter and in part (b) with L1 = L2 as the abscissa and ∆f as the
parameter. These data show clearly that cancellation level decreases markedly

Fig. 14.6a,b. Level and phase of a tone cancelling the cubic difference tone, as
a function of the frequency separation of the primaries. Medians and interquartile
ranges of six subjects are indicated. The left part shows the data as a function of the
frequency separation of the primaries; the right part gives the data as a function of
the level of the primaries. The symbols for parameters are given in the upper panels
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with increasing ∆f , while cancellation phase increases. As a function of the
level of the two primaries (L1 = L2), cancellation level rises continuously
while cancellation phase decreases. It is interesting to note that cancellation
level increases almost in the same way as L1 = L2. For a regular cubic
distortion it would be expected, when L1 = L2 (see (14.2)), that cancellation
level would increase three times faster than the level of the primaries. The
interquartile ranges of the six subjects seem to again increase with increasing
frequency separation, because in this range minima in the cancellation level
may depend on the level of the lower primary.

Such effects are more clear at higher frequencies of the primaries.
Figure 14.7 shows, for one subject, the dependence of cancellation level and
cancellation phase on the level of the lower primary, for a lower primary at
4800 Hz. The frequency of the upper primary, and consequently the frequency
separation, ∆f , is changed from 436 Hz to 750 and 1000 Hz for parts a, b,
and c, respectively. Part (a) shows a behaviour of cancellation level and can-
cellation phase that is comparable to that outlined in Fig. 14.4a. Cancellation
phase changes over the whole range by about 200◦. Increasing ∆f to 750 Hz
results in quite different behaviour from that shown for smaller frequency dif-
ferences. Cancellation level no longer increases monotonically with L1 before
decreasing again, while phase dependence becomes an inverted S-shape. It
seems that phase decreases most quickly in the ranges of L1 for which the
cancellation level shows either a minimum, or a tendency towards a minimum.

Fig. 14.7a–c. Level and phase for cancellation of the cubic difference tone as a
function of the level of the lower primary, with the level of the upper primary as
the parameter. The frequency of the lower primary is 4.8 kHz. The frequency of
the upper primary changes from (a) to (b) to (c) as indicated
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These tendencies become striking for ∆f = 1000 Hz. Cancellation level as a
function of L1 shows not just one notch but two or perhaps three notches;
the phase decreases in a step-like manner at almost exactly those values of
L1 at which the cancellation level shows a minimum.

Because there are large individual differences in such conditions, and be-
cause the minima are at different places, averaging is meaningless. All sub-
jects show an increasing phase range for increasing frequency separation of the
primaries. The subjects that show minima in the dependence of the cancella-
tion level on primary levels also show phase steps at the same points. Other
subjects show relatively smooth increments or decrements of the cancellation
level, and also relatively smooth decrements of phase with increasing level of
the lower primary. Further investigations have indicated that the correlation
between the steps of phase and the minima in the cancellation level holds in
all cases. Detailed variations of levels and frequencies of the primaries have
shown that in some cases a dependence on L1 can be found that indicates a
step upwards in cancellation phase, where the cancellation level itself shows
a minimum. In these cases, the dependence of the cancellation phase on the
lower primary level follows a curve that is almost 360◦ lower that expected.
This means that the phase pattern depends on the individual or on the pa-
rameters, and can produce phase jumps downwards at the levels of L1 for
which the cancellation level reaches a minimum, or phase jumps upwards in
order to reach a similar value but 360◦ higher.

Data measured with the method of cancellation show the following typical
effects. For small frequency separations ∆f between the primaries, the de-
pendence of cancellation level on L1 and on L2 shows the same characteristic
regardless of the frequency range of the primaries: cancellation level rises with
increasing L1 if L2 is kept constant, and rises with L2 if L1 is kept constant;
it reaches a maximum and then decreases slowly. For frequencies of f1 larger
than about 1 kHz and for frequency separations larger than a characteristic
value, minima in the cancellation level pattern are accompanied by steps in
cancellation phase. The characteristic boundaries are about 300 Hz for fre-
quency f1 < 3 kHz and about 0.1f1 for f1 ≥ 3 kHz. Cancellation phase varies
somewhat more when L1 is varied (L2 kept constant) than with varying L2

(L1 kept constant).

14.3 Models of Nonlinear Distortions

Quadratic distortions indicated by (f2−f1)-difference tones can be described
relatively simply for the majority of subjects, by assuming a slightly nonlinear
transfer characteristic of the quadratic behaviour in the middle ear. The
irregular behaviour of quadratic difference tones shown by a smaller group
may be a result of two sources, one in the middle ear and the other in the
inner ear. The contributions of both together form the unexpected behaviour
found in some subjects. Although the sum of the two contributions may not



14.3 Models of Nonlinear Distortions 287

be so easy to describe quantitatively, the contribution of the inner ear seems
to be created in a way similar to that discussed below for the production of
cubic difference tones.

The nonlinear preprocessing model with active feedback in the inner ear
was described in Sect. 3.1.5. Not only two-tone suppression can be treated in
detail in a hardware model consisting of 150 sections each with a nonlinear
feedback loop, but also the creation of the cubic (2f1 − f2)-difference tone.
The basic data are the level and phase distributions along the sections pro-
duced in this system by single tones. An enhancement is created at medium
and low input levels through the activity of the nonlinear feedback loops,
which results in a more sharply peaked level-place pattern. These patterns
become much less peaked (“de-enhancement”) for high input levels. At high
levels, the level and phase distributions along the sections are very similar to
those produced by the linear passive system (feedback loop switched off). The
creation of (2f1−f2)-difference tones is based on the same nonlinear effect. In
this case, two tones are used as input. The de-enhancement produced by the
additional tone is described as a gain reduction in the saturating nonlinearity
of the feedback loop, as a consequence of increasing input levels. In each sec-
tion, difference-tone wavelets are created that travel – thereby changing level
and phase – to their characteristic place, where they add up to the vector
sum corresponding to the audible difference tone. In the case of cancellation,
the vector sum has to be compensated by an additional tone of the same
frequency and magnitude but of opposite phase. Based on this strategy for
treating (2f1 − f2)-difference tones, the relevant levels of the difference-tone
wavelets and the corresponding phases can be picked up at each section. This
is done for two examples in the following paragraphs. Additionally, the vec-
tor sum of the wavelets that clearly illustrates the development of minima in
the (2f1 − f2)-cancellation tone versus level L1 of the lower primary is also
shown.

Primaries of 1757 Hz at 85 dB and 2320 Hz at 80 dB show character-
istic places of cz1 = 12.3 Bark and cz2 = 14 Bark, while the characteris-
tic place of the cubic difference tone is cz(2f1−f2) = 9.6 Bark. This means
that the level-place patterns are separated, as can be seen in Fig. 14.8. The
level LBM1 (solid) reaches its maximum near z = 12.5 Bark, while the level
LBM2 (dashed) reaches its maximum near z = 14.2 Bark because of the
de-enhancement that takes place at the high input levels used.

These two levels produce similar values for the upper slopes of the two
level-place patterns, a configuration in which large difference-tone wavelets
of similar values are produced. The levels of these wavelets are indicated
as LOHC (plus signs) and do not change much over a large range of the
critical-band rate, z. The phase of the wavelets decreases smoothly between
the critical-band rates of 18.5 and 15 Bark (dashed-dotted). Near 15 Bark,
however, phase starts to increase again, reaches a peak near z = 13.6 Bark,
decreases quickly between 13.5 Bark and 13 Bark, and finally follows the



288 14 The Ear’s Own Nonlinear Distortion

Fig. 14.8. Level-place patterns of LBM1, LBM2, LBM(2f1−f2), and LOHC(2f1−f2) (left
ordinates) produced in the hardware model by the two primaries indicated in the
right upper corner. Phase-place patterns (right ordinate) are given for α(2f1−f2),
the phase of the (2f1−f2)-difference tone produced in the nonlinear feedback loops
by the two primaries and for α3, the phase of a (2f1 − f2)-tone presented alone.
Note the difference of the two phase patterns by 30◦ for the region below 13 Bark,
which corresponds to the cancellation phase, ϕcanc, as indicated together with the
cancellation level, Lcanc, at the left upper corner

expected characteristic. All of these wavelets sum to create a (2f1 − f2)-
difference tone at its characteristic place. The corresponding curve (dotted)
shows a pattern that is typical for lower levels containing a strong peak at the
characteristic place, which corresponds to 9.6 Bark in this case. A cancellation
level at the input of the model of 35 dB and a phase of +30◦ is necesssary to
cancel out the (2f1 − f2)-difference tone produced in the model by the two
primaries at the characteristic place of 9.6 Bark.

This value can be constructed by using the vector length and vector phase
angles of all wavelets to be summed. Using the corresponding data, the vector
diagram outlined in Fig. 14.9 is constructed. It shows that the vector sum,
with a length of 46 units corresponding to a level of 33 dB and with the phase
of +218◦, results from wavelet vectors of different length and − even more
important − of different phases (directions). The vector sum is smaller than
the sum of all the magnitudes of the vectors of the wavelets, because of the
different vector directions. This reduces the total length. The phase of the
vector sum depends mostly on the phase of the wavelets, which differs up to
180◦, while their amplitude (length) does not vary strongly. The constructed
vector sum leads to values that are slightly different from the cancellation
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Fig. 14.9. Vector diagram calculated from the many wavelets created at the sec-
tions (with indicated critical-band rate), by the two primaries given in Fig. 14.8.
All the wavelets travel to the characteristic place (9.6 Bark in this case) to produce
a vector sum as indicated. It should be compared with the cancellation (opposite
phase) data of Fig. 14.8

values. However, the differences are small and the phase is almost exactly
180◦ larger, i.e. opposite to cancellation phase as it should be.

Reducing the lower primary by 8 dB, the two primaries become 1757 Hz
at 77 dB and 2320 Hz at 80 dB. Therefore, the place patterns indicated in
Fig. 14.10 by LBM1, LBM2, and by the phase angles do not differ much from
those shown in Fig. 14.8. The level of the wavelets, however, is reduced dras-
tically for all places above 14 Bark; a pronounced peak at 13.7 Bark now

Fig. 14.10. Level-place pattern as in Fig. 14.8, but for the lower-primary level
reduced by 8 dB as indicated. Note the smaller values of LOHC(2f1−f2) and
LBM(2f1−f2) in comparison to Fig. 14.8
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Fig. 14.11. Vector diagram as in Fig. 14.9, but for the data outlined in Fig. 14.10.
Note the large unit scale, i.e. the small vector sum

appears. Surprisingly enough, almost nothing can be measured for a distrib-
ution of the summed-up (2f1 − f2)-difference tone indicated by LBM(2f1−f2).

The vector diagram of the wavelets and the sum vector are shown in
Fig. 14.11. The sum vector of the many wavelets leads to a point very close
to the starting point, i.e. the wavelets produced along the sections of the
model cancel each other out almost completely; the large-amplitude wavelets
originating from sections 13.6 to 13.8 show a phase angle almost opposite
from those above 14.5 Bark, each of which has a much smaller magnitude.

The vector diagram shows the importance of a vector summation that
leads to a very small residual vector, while summing the magnitudes of the
vectors of the wavelets and neglecting their phase would lead, incorrectly, to
a relatively large magnitude. The vector summation of the wavelets leads,
as seen in Fig. 14.1, to a situation that would correspond to a minimum
in the dependence of the (2f1 − f2)-cancellation level as a function of the
primary level. In order to show the advantages and the limitations using
the hardware cochlear nonlinear preprocessing model with active feedback
to describe (2f1 − f2)-cancellation data, psychoacoustically measured data
(Fig. 14.12a) and data from the model (Fig. 14.12b) may be compared. The
parameters used in each case are comparable.

A superficial comparison between the two sets of data readily indicates
that the general trends of corresponding patterns are very similar. More im-
pressive, however, may be the agreement in characteristic details. The cross-
ing points, the slopes, the level differences L1 −L2, and the peaks of the
curves are very similar in both sets of data for the small frequency separa-
tion of the primaries. Absolute phase is arbitrary; however, the phase char-
acteristics are very similar in both cases. For large frequency differences of
the primaries, the level dependence shows the minima in both cases while
the phase patterns split into two phase branches with almost 360◦ difference.
Besides the remarkable agreement between many typical characteristics of
the two data sets, there are also a few differences. These are caused mainly
by the form of the nonlinear saturating transfer functions in each of the
feedback loops. These functions are only rough approximations to physiol-
ogy and they do not show much nonlinearity for input levels that correspond
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Fig. 14.12a,b. Comparison between human data (left), and model data (right).
Psychoacoustically measured (2f1 − f2)-cancellation level and phase data, with L1

as the abscissa and L2 as the parameter in the left part (a). The four patterns
correspond to the frequency separations between the two primaries of 135, 231,
324, and 572 Hz, as indicated. The frequency of the lower primary is 1620 Hz.
Cancellation data produced in the model by adding a (2f1−f2)-tone with level Lcanc

and phase φcanc at the input, in such a way that LBM at the characteristic place
of frequency (2f1 − f2) is reduced below noise level. The abscissa and parameter
are the same as above. The frequency of the lower primary is 1757 Hz. Frequency
separations between the two primaries in (b) are chosen to be comparable to those
in (a) and amount to 105, 211, 352, and 563 Hz for the four right-hand patterns.
Note the close agreement between the two sets of data, not only in general but also
in detail

to values below about 40 dB. The appropriate correspondence should be at
about 20 dB. The general agreement and the agreement in detail between the
two data sets indicates, however, that the model’s description of the cochlear
nonlinear preprocessing as the reason for the unusual level dependence of
(2f1 − f2)-difference tone is a useful approximation.



15 Binaural Hearing

Using both ears, we are able to acquire a sensation of the direction from which
a sound comes. This can be done even when we close our eyes, or do not see
the sound source. Using only one ear, such a sensation cannot be readily
produced. This means that we are able to process and correlate the sounds
coming to each ear. As always in psychophysics, we have to discriminate
between the stimulus and the sensation. Stimulus would be the direction in
which the sound source is actually located. The correlated sensation is that
of the perceived direction of the sound. The two directions are not necessarily
identical.

There are many psychoacoustical effects that can be traced back to the
two different stimuli received by our ears. We will discuss just-noticeable in-
teraural delay, binaural masking-level differences, lateralization, localization
and binaural loudness. There are many more effects that are described in
books on spatial hearing. Especially interesting for room acoustics are sensa-
tions such as clarity, separability, diffuseness, spaciousness, echo-content, and
so on. These applications are discussed in books on room acoustics, whereas
we are concentrating more on some fundamental effects.

15.1 Just-Noticeable Interaural Delay

If a sound source is located not directly in front of our nose, it produces sound
signals at our ears that are delayed, one relative to the other. The maximal
possible interaural delay is produced when the sound source is located 90◦

from frontal incidence. Thus a deviation of the incoming waves for the two
sounds of about 21 cm is the maximum possible, corresponding to a delay
time of 0.6 ms. The just-noticeable difference in localization, which means the
just-noticeable change of the direction of the sound source that is necessary
to produce a just-noticeable difference in the sensation of the direction, is
about 5◦ for frontal incidence corresponding to a time delay of about 50 µs.
This value can be assumed as being the just-noticeable interaural delay at
frequencies below about 1.5 kHz. It should not be confused with temporal
resolution, which belongs to the stimulation of only one ear and reaches
a much larger value of about 2 ms. The just-noticeable interaural delay is
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somewhat different from subject to subject. Values between 30 µs on the low
side and almost 200 µs on the high side have been measured.

Time delay in this context is often thought of as being the delay between
the onset of a click, of a tone burst, or of some other short impulsive sound.
Another way to produce a delay using steady-state sinusoidal tones is to
produce a phase shift between the two ears. If the phase of a tone presented
to one ear is different from that of a tone of the same frequency presented
to the other ear, the time delay produces a sensation from which threshold
can be measured. Assuming that the phase shift of the tone presented to one
ear is produced by adding a tone of the same frequency, but out-of-phase by
105◦, the phase shift of the sum of the two tones is changed in relation to
the situation without the additional tone. If this complex is presented to one
ear and a pure tone without an additional tone is presented to the other ear,
it is possible to present two sounds to the ears that differ little in amplitude
but differ in phase. The broken line in the upper part of Fig. 15.1 shows the
results of such experiments. It indicates the level of the added 105◦ out-of-
phase tone needed to reach threshold if the same tone with zero phase, which

Fig. 15.1. Median test-tone thresholds (upper panel) as a function of the test-tone
frequency. The masker level is 60-dB SPL and the signal leads the ipsilateral masker
by 105◦ (see vectors in inset). The dots show the monaural results and the open
symbols the binaural results. The maskers in the binaural case are in-phase as the
vector diagrams in the upper panel indicate. The dotted line indicates the expected
values based on a just-noticeable difference in level of 0.8 dB, the dashed line shows
the expected values based on a just-noticeable interaural delay of 80 µs. The lower
panel shows the corresponding binaural masking level differences (open circles) as
a function of test frequency, with the predicted values (dashed-dotted line) derived
from the expected values of the upper panel
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may be called the masker, is presented to the other ear. The two maskers at
both ears are identical and have a level of 60 dB. The data also hold for other
frequencies of the tones.

This experiment can be understood in two ways. One is to discuss the
results as a measure of the just-noticeable interaural delay as a function of
frequency, the other is to discuss the result as that of a binaural masking-level
difference measurement. In the second case, only one additional experiment
is needed, namely to measure the just-noticeable test-tone level as a function
of frequency with a monaural presentation. In this case, the pure tone in the
other ear is switched off. The results of this monaural condition are shown as
solid symbols in the upper part of Fig. 15.1. The thin dashed horizontal line
corresponds to a just-noticeable level increment ∆LE = 0.8 dB. This result is
a median of four subjects and is in close agreement with the 1 dB discussed
earlier (see Chap. 7). In the binaural case, the masker in the ear contralateral
to the signal was in phase with the ipsilateral masker, as indicated in the
vector diagrams of the inset in the upper part of Fig. 15.1. Again, the level
LT of the test tone added in order to be just audible – now in frequency
of the three tones presented binaurally; the test tone has a phase of 105◦

relative to the masker in the ear to which it is presented. The results closely
follow the broken line, which indicates a constant delay of ∆t = 80 µs. The
difference between the two sets of measurements is a difference in the test-
tone level needed to be just audible in the case of monaural presentation,
and in case of the binaural presentation as indicated in the inset. This is
an extreme condition of producing a binaural masking-level difference (often
abbreviated as “BMLD”). This value is used as the ordinate in the lower part
of Fig. 15.1, showing a decrease in the BMLD as a function of the frequency.
The dashed-dotted line shows the results expected from the two lines drawn
in the upper part of the figure.

These data show two effects: first, the just-noticeable interaural time de-
lay – in this case 80 µs – is a limit that is also effective for BMLDs. The
second effect is that phase shifts of sinusoids producing a time delay of 80 µs
are limited to a frequency range that does not exceed 1500 Hz. Because the
phase shift of 105◦ of the test tone, in relation to the phase of the masker,
was chosen to produce the largest possible effect, we cannot expect binau-
ral masking-level differences which are based on steady-state conditions or
quasi-steady-state conditions at frequencies larger that 1500 Hz. According
to the lower part of Fig. 15.1, one finds large BMLDs up to frequencies of
250 Hz and then BMLDs decreasing to almost zero at about 1500 Hz.

15.2 Binaural Masking-Level Differences

Although an extreme condition for BMLDs was discussed in the former sec-
tion, the basic effect of BMLDs was clear. There are, however, many other
dependencies of BMLDs on the parameters of the stimuli, a few of which
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should be discussed before a model describing these effects is introduced. The
BMLD is that difference in just-audible test-tone level that appears when the
presentation of signal or masker to one of the ears is changed. There are many
stimulus conditions possible because of the two signals, one at each ear, and
also the two masker conditions. Most often, the phases of the maskers are
equal at the two ears while the phase of the signal is zero at one ear and in-
verted at the other. The opposite condition, i.e. maskers different and signals
identical at the ears, is also used.

15.2.1 Dependencies of BMLDs

An interesting and fundamental dependence of BMLD is that on the duration
of masker and test tone. The left side of Fig. 15.2 shows the dependence of the
just-noticeable level of the test tone, masked by uniform masking noise, as a
function of duration for a test-tone frequency of 400 Hz. One measurement
was done with the test signal in both ears in phase (S0, open circles) or 180◦

out of phase Sπ, filled circles). Phase of the noise masker was kept constant
at N0 in both ears.

The results show very clearly that masked thresholds in both conditions
depend on test-tone duration. The BMLD, however, which is plotted at the
bottom of each panel, does not show any dependence. This occurs whether
the test tone is presented at the end of the masker (Fig. 15.2a) or at the
beginning of the masker (Fig. 15.2b). The duration of the masker was kept
constant at 300 ms. In another experiment, similar conditions were produced,
however, the masker duration was varied while the test-tone signal duration
was kept constant at 10 ms. The results are indicated on the right side of
Fig. 15.2. It shows that the BMLD increases from about 5 to 10 dB as masker
duration increases from 10 to 200 ms, regardless of the temporal position of
the test-tone burst (shown in the insets of Fig. 15.2c and d). These effects
also hold for other frequencies of the test tone although the BMLD becomes
smaller for higher frequencies.

All BMLDs described so far have been produced under simultaneous pre-
sentation, i.e. the masker and test signal are presented at the same time.
It is very interesting to see whether BMLDs can also be produced under
conditions of non-simultaneous masking. The results of such a condition are
outlined in Fig. 15.3a,b. The temporal conditions of masker and test sound
are indicated in the insets. Postmasking thresholds LT of the 10-ms, 800-
Hz test tones masked by uniform masking noise bursts of 300 ms duration
(LM = 70 dB), are shown as a function of delay time td between the end of
the masker and the end of the test signal for N0S0-configuration (open cir-
cles) and N0Sπ-configuration (dots) in part (a) of the figure. Part (b) shows
premasking thresholds for which the time difference ∆t between the onset
of the test signal and the onset of the masker is the abscissa. The BMLDs
calculated from these data are plotted as the lower curve on the separate
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Fig. 15.2a–d. Threshold of test-tone bursts masked by uniform masking noise
impulses of 300 ms duration, as a function of the test-tone duration, is indicated in
(a). Open and closed circles belong to N0S0- and N0Sπ-conditions, respectively. The
squares and the small ordinate scale indicate the medians of individually calculated
binaural masking level differences. The bars show the interquartile ranges of eight
and four subjects. Masker level is 60 dB, the frequency of the test signal is 400 Hz
and the test signal ends together with the masker as indicated in the inset. The data
in (b) are similar, however, for the condition that the test signal starts together
with the masker. The parts (c) and (d) show corresponding data for a test signal
duration of 10 ms as function of the masker duration (abscissa) for the conditions
indicated by the insets

ordinate scale. The BMLD shows the same dependence on the temporal po-
sition of the test signal as the masking. Additional measurements have shown
that similar effects are produced at lower test-tone frequencies. Sequences of
masker bursts produce masking patterns within which premasking and post-
masking superimpose. This superposition takes place also in BMLDs. The
dependence of postmasking decay on masker-burst duration is also found
in BMLDs. BMLDs measured in both simultaneous and non-simultaneous
masking are directly related to the amount of masking, in such a way that
more masking produces larger BMLDs.
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Fig. 15.3a,b. Post-masking thresholds of 10-ms-long test tones masked by uniform
masking noise bursts of 300 ms duration, as a function of the delay time between
the end of the masker and the end of the signal (see inset in the left part). The
open circles correspond to the N0S0-condition of test signal and masker, the closed
circles to the N0Sπ-condition and the squares indicate the medians of individual
binaural masking level differences using the ordinate with the small scale. Test-tone
frequency is 800 Hz. The right part shows the same set of data for pre-masking
thresholds for which the time difference between the onset of the test tone and the
onset of the masker is the abscissa. Threshold in quiet is marked by the left-hand
data

The dependence of BMLDs on level was studied for different bandwidths
of the masker at a frequency of 250 Hz. Figure 15.4 shows this dependence
with three different bandwidths. The top three panels indicate thresholds for
250-Hz tones as a function of the spectral density level of the masker, with
centre frequency, fMc, equal to 250 Hz and bandwidths of 3.16, 31.6, and
316 Hz. The solid symbols connected with dashed lines indicate the results
from the M0S0-condition and the open circles those from the M0Sπ-condition.
The bottom three panels illustrate the corresponding BMLDs. It seems that
the BMLD increases only slightly as a function of the density level of the
masker. BMLDs seem to reach larger values for a bandwidth of 31.6 Hz. Sim-
ilar effects, although smaller in value, have been found for centre frequencies
and test-tone frequencies of 800 Hz.

The data showing the dependence of the BMLD on bandwidth are out-
lined in Fig. 15.5. Again, the thresholds in the two conditions M0S0 and
M0Sπ are plotted in the upper part. The frequency of the test tone and the
centre frequency of the noise is 250 Hz for part (a) and 800 Hz for part (b);
the density level was kept constant at 50 dB. BMLDs plotted in the lower
part show a flat maximum between 32 and 100 Hz where values near 18 dB or
12 dB are reached. Towards lower and higher bandwidths, the BMLD seems
to decrease. Data from other centre frequencies show similar effects.

For a density level of 60 dB, the BMLD was measured not only where the
frequencies of the test tone were equal to the masker’s centre frequency, but
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Fig. 15.4. The top three panels show median thresholds for 250-Hz tones, as a
function of the spectral density level of the masker with a centre frequency of
250 Hz and bandwidths ∆f of 3.16, 31.6 and 316 Hz. The solid symbols connected
by dashed lines indicate the results from the M0S0-condition and the open symbols
the results from the M0Sπ-condition. The bottom three panels show medians of
the individual observers’ BMLDs as a function of the spectral density level of the
masker for the three masker bandwidths

also at test-tone frequencies in the neighbourhood of the narrow-band masker.
In Fig. 15.6, the upper panel illustrates masked threshold as a function of
test-tone frequency, fT. The bandwidth of the masking noise decreases from
100 Hz to 31.6 Hz to 10 Hz from parts (a) to (b) to (c). The BMLDs plotted
on the bottom of each part show a maximum at the centre frequency of
the noise and decrease as the test-tone frequency deviates from the centre
frequency. This is similar to, but more rapid than, the changes in masked
threshold and means that the BMLD drops rapidly when masker and signal
have no frequency components in common.

In order to find out whether it is the masking effect itself which is re-
sponsible for the decreasing BMLD, a special condition was created so that
the masking noise was shifted and centred on the frequency of the test tone.
The spectral density level of the masking noise, however, was reduced from
60 dB to a lower value to produce identical masking in the M0S0-case, where
the masking noise at 60 dB spectral density level was centred at 250 Hz. The
results of this experiment are shown in Fig. 15.7. In the upper panel, the
medians of the level LT at threshold are plotted as a function of the test-
tone frequency fT . The curves labelled M0S0 and M0Sπ are replications of
the results plotted in Fig. 15.6c. A comparison indicates the reproducibil-
ity of the BMLD’s are shown with open symbols in the bottom panel. The
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Fig. 15.5a, b. Median thresholds of 250-Hz test tones (a) and 800-Hz test tones
(b) as a function of the masker bandwidth. The closed symbols connected by dashed
lines indicate the results from the M0S0-condition, the open symbols connected by
continuous lines those from the M0Sπ-condition. The spectral density level of the
masker is 50 dB. The bottom panel shows the median of the individual observers’
BMLDs as a function of masker bandwidth. Vertical bars indicate the interquartile
ranges (six observers)

filled symbols connected with dotted lines in the top panel of Fig. 15.7 show
the results for the M0Sπ-condition obtained when the noise was centred
on the frequency of the test tone and adjusted in level as mentioned above.
The difference between the results in this condition and the filled symbols of
the M0S0-condition in the top panel are the BMLDs that are shown as filled
symbols in the bottom panel. These BMLDs depend only slightly on test-tone
frequency, and much less than in the condition indicated in Fig. 15.6c. These
additional data show very clearly that the reduction of BMLD is neither a
result of changing signal frequency nor a result of changing the effective level
of the masker.

Tonal maskers in relation to narrow-band maskers have the advantage
that they do not show any random temporal change of envelope. Therefore,
many BMLD data have been produced using 250-Hz masker tones with a
250-Hz test tone of different phase relations. Figure 15.1 is an example of
such a condition. These results suggest that the just-noticeable difference in
level (monaurally about 1 dB) and the just-noticeable interaural delay (about
100 µs) are primarily responsible for BMLDs.

The main difference between tonal maskers and narrow-band maskers is
the temporal variation in envelope and phase. In order to extract the in-
fluence of these two variables, special frozen-noise maskers have been pro-
duced from continuously repeated 500 ms-long sections. The top portion of
Fig. 15.8 shows about 350 ms of such a noise. It is centred at 250 Hz and has



15.2 Binaural Masking-Level Differences 301

Fig. 15.6a–c. The upper panels show the median test-tone level at masked thresh-
old for four observers as a function of test-tone frequency. The parameter denotes
the interaural phase condition. The masking noise had a nominal bandwidth of
100Hz on the left, 31.6 Hz in the middle and 10 Hz on the right. The spectral
density level within the bands was 60 dB. (The thin solid curve shows the actual
spectral density level). The bottom panel shows the medians of the BMLDs of the
individual observers, again as a function of test-tone frequency

a bandwidth of 31 Hz. In the BMLD experiment, the noise was identical in
both ears, i.e. the M0-condition. The trace below this noise shows a 300-ms
burst of the 250-Hz sinusoid used as the signal. It is shown in the phase during
which it was added in the S0-condition. Instead of the 300-ms burst, short
tone bursts of 10-ms duration and 5-ms Gaussian rise and fall times were used
as test signals. These have been presented at different times, t, within the
noise burst. The signal presentation time, t, is the abscissa in Fig. 15.8. One
of these signals is shown in the rhomboidal aperture centred at t = 100 ms.
The middle panel of Fig. 15.8 shows test-signal level, LT, at threshold. The
signal is either in phase (S0) or 180◦ out of phase (Sπ) as indicated. The
bottom panel shows BMLDs for the 12-ms test signals. (The data points on
the right side of the figure belong to test-signal durations of 300 ms). The
masker level was 70 dB SPL. Thresholds of the 12-ms test-tone burst show
large variations as a function of time, and the variations for M0S0 are larger
than those for M0Sπ. The variations of the two threshold curves as a function
of time seem to show no correlation. Therefore, the resulting BMLDs range
from 3 dB to 20 dB. This means that the BMLD varies strongly as a function
of time. When using long tone bursts, some form of averaging seems to take
place. For a test-tone duration of 300 ms, this leads to a threshold of 59 dB
for M0S0 and of 45 dB for M0Sπ. The corresponding BMLD would be 14 dB
comparable to that of the individual medians, which result in an average of
12 dB.
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Fig. 15.7. Medians of the test-tone level at threshold are plotted as a function of
test-tone frequency in the top panel. For M0S0- and M0Sπ-conditions, the masking
noise of 60-dB spectral density level is centred at 250 Hz with a bandwidth of 10 Hz.
The filled squares show the results in an M0Sπ-condition where a masking noise of
10 Hz bandwidth is centred on the test-tone frequency. It’s spectral density level
was adjusted separately for each observer, to produce the same masked threshold
as produced at that frequency in M0S0-condition by the 60-dB masker centred on
250 Hz. In the lower part of the upper panel, the medians of the threshold in quiet
(THQ) are indicated for M0S0- and M0Sπ-conditions. The bottom panel shows
the medians of the individual observers’ normal BMLDs (M0S0 − M0Sπ) as open
symbols and the BMLDs for matched effective masking (M0S0 − M0Sπ) as closed
symbols

15.2.2 Model of BMLDs

The model assumes devices or channels that are tuned to particular inter-
aural delays. These devices, which exist only for frequencies below 1500 Hz,
are assumed to be arrays of channels each tuned to a different characteris-
tic interaural delay. Each channel then acts as an interaural delay filter. It
transmits whatever signal arrives at its characteristic delay without atten-
uation, but attenuates more and more those signals that arrive with delays
that are increasingly different from the characteristic delay of the channel.
It is further assumed that each element of the array of channels is identical.
Using this assumption it is possible to measure the attenuation characteristic
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Fig. 15.8. A segment of a repetitive burst of noise which was centred at 250 Hz
with a bandwidth of 31 Hz is shown at the top. The masker noise is identical for
both ears. The trace below the noise is a 300-ms burst of the 250-Hz sinusoid used
as the signal. It is shown in the phase in which it was added in the S0-condition.
One of the signals actually used is shown in the rhomboidal aperture; it is 12 ms
long and has a Gaussian rise/fall-time of 5 ms. In the case illustrated, the 12-ms
signal occured at t = 100 ms The middle panel shows median threshold levels as
a function of the time at which the peak of the 12 ms signal occurred within the
noise. The signal at the ears was either in phase, S0, or 180◦ out-of-phase, Sπ. The
bottom panel shows the median of individual BMLDs also as a function of the time
of occurrence of the signal (similar data for a 300-ms signal are shown at the right
side of the figure)

directly. The derived attenuation characteristics of the assumed interaural-
delay-tuned channels are plotted in Fig. 15.9. Attenuation in dB is the or-
dinate and interaural delay in µs the abscissa. The straight line shows the
median derived from data at 250 Hz and 60-dB masker level. The broken
lines show the data derived from the individual observers who were most
and least sensitive to level differences, i.e. the observers with the smallest
and largest just-noticeable level differences, JNDLs. Because their individual
JNDLs have been used to produce these lines, the variation in the slope of
the mechanism occurs in addition to variability attributable to differences in
their JNDLs.

The results of Fig. 15.9 suggest that the just-noticeable interaural delay,
JN∆T , for the median observer, for which a JNDL of 1 dB is assumed,
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Fig. 15.9. Derived attenuation characteristics of interaural-delay-tuned channels,
with attenuation on the ordinate as a function of interaural delay on the abscissa.
The filled symbols (fitted by the solid line) are median data for 250-Hz, 60-dB
maskers. The other symbols show data for two extreme individual observers

should be about 30 µs. This value is close to the JN∆T measured for subjects
who have practice in binaural listening at low frequencies. In this context,
it should be noted that the model has only one single decision axis, which
is measured as ∆L. Therefore, all factors that influence JNDL should also
influence JN∆T . The model, therefore, accounts for the similarity in the
effects of level, duration, simultaneous masking or postmasking on JNDL and
JN∆T . It also accounts for the fact that JNDs are correlated for individual
subjects and thereby suggests the source of some of the residual individual
variability in JN∆T .

The BMLD therefore results from the fact that the subject is able to use
channels in which the masker’s effect is reduced. This occurs because the dif-
ferences in interaural delay between the masker and the resultant signal-plus-
masker direct the two wave forms to different channels. All the information
contained in the place of the signal (its frequency, phase or amplitude) is
available at the improved signal-to-noise ratio in the channels whenever a
BMLD is produced. The model also suggests that any change in the stim-
ulus which increases the size of the interaural delay produced by adding a
signal, should increase the size of the BMLD. Temporal effects, which limit
the duration of a given interaural phase condition, should reduce the size of
the BMLD.

The use of the model that relates JN∆T , JNDL, and JNDs to the
BMLD, may be illustrated by two examples. Although the model reduces the
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observers’ judgements in BMLD to a judgement of level, it may be helpful to
keep JNDL and JN∆T separate in discussions of its applications.

The first example is that of the frozen-noise masker with test-tone fre-
quency equal to the centre frequency of the masking noise. Figure 15.10 shows
the BMLDs predicted for the most interesting intervals of signal presentation
in the frozen-noise experiment presented in Fig. 15.8. The top line shows a
segment of the repetitive noise (centre frequency 250 Hz, bandwidth 32 Hz),
and the second line shows the signal (12-ms, 250-Hz tone burst), both on an
expanded scale in relation to Fig. 15.8. The relative phase of the signal and
masker at the peak of the signal is shown in the next line. The fourth and
fifth lines show the ratio of signal-to-masker level required to produce a JNDL
at each phase of 3.5 dB for a JN∆T of 300 µs. These values are consistent
with the JNDs of the short-duration signals. From these two values, the cor-
responding ratio of signal-to-masker intensity for the phase angle given is
calculated. These are plotted as 20 log (S0/M) and 20 log (Sπ/M). The dif-
ference between the two levels, the BMLD, is plotted in the bottom panel as a
function of the time of occurence of a signal maximum together with the me-
dians and interquartile ranges from Fig. 15.8. With one exception at 200 ms,
the predictions agree closely in detail using the model. With longer dura-
tion signals, however, it is necessary to consider how information is combined
from different temporal ranges of the signal. If one uses 200 ms as the inte-
gration time, an improvement of about 12 dB between an average threshold
for the 12-ms signal and that for the 300-ms signal in the M0S0-case should
be expected. The median difference between the thresholds obtained with
12-ms signals averaged across all temporal ranges for each observer sepa-
rately, and the result with the 300-ms signal is 13.7 dB in the M0S0-condition.
For M0Sπ, the improvement is 13.3 dB. Thus, for simultaneous masking with
signals having frequencies within the band of the masking noise, a straight-
forward temporal integration up to a duration of 200 ms seems to be a good
approximation.

The second example deals with the effect of signal frequency. It describes,
in other coordinates, results that are found in threshold measurements, in
which a monaural sinusoidal signal is added either in phase or 90◦ out-of-
phase to a continuous masker of the same frequency. The masker is presented
binaurally and is always identical in each ear. The frequency is varied from
63 to 4000 Hz. Figure 15.11 shows the transformed data at LM = 50 dB (left)
and 70 dB (right). Results for the condition with in-phase addition of the
signal are shown by the line labelled “∆L”, which gives the value of ∆L =
20 log (1 + pT/pM) shown on the outer ordinates in dB and on a logarithmic
scale. As a first approximation, the value of ∆L is independent of frequency
between 250 and 4000 Hz but rises slightly towards lower frequencies. With
the binaural masker and 90◦ out-of-phase addition of the signal, the subject
may reach either a JNDL or a JN∆T . The results for this condition are
shown in two curves, one labelled ∆t and the other ∆L′. The two curves are
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Fig. 15.10. The top line shows a segment of the repetitive noise (fMC = 250
Hz, ∆fM = 31Hz) and the second line shows the signal (12-ms burst of a 250-Hz
sinusoid), i.e. an expanded segment of Fig. 15.8. The relative phase of signal and
masker at the peak of the signal is shown on the next line. The fourth and fifth
lines show the ratio of signal-to-masker level required to produce, at each phase, a
JNDL of 3.5 dB (the row 20 log(S0/M)) and/or a JN∆T of 300 µs, whichever is
smaller (the row 20 log(Sπ/M)). The difference between the two levels, the BMLD,
is plotted in the bottom panel as a function of the time of occurrence of the signal
maximum, together with the median results and interquartile ranges from Fig. 15.8

derived by taking the threshold signal and calculating first the corresponding
interaural delay ∆T and then the corresponding level change ∆L′. When ∆L′

falls below ∆L, as it does for frequencies below about 1 kHz, the level cue
from quadrature addition is inaudible at threshold. The observer uses the cue
related to interaural delay. Above 1 kHz, this cue becomes unusable because
the sensitivity to interaural delay decreases rapidly above 1 kHz or, in terms
of the model, because the channels tuned to interaural delay are either not
available or are too broadly tuned at these frequencies. Above about 1 kHz,
the level change, ∆L′, reaches the level of audibility before a detection based
on interaural delay is possible. This may be seen more clearly by noting the
ratio of ∆L to ∆L′ (indicated in the lower curves). In the regions in which the
ratio is much larger than unity, a large binaural masking-level difference is
expected. The dependence of BMLD on frequency has often been noted; the
diagram, however, shows clearly why the BMLD disappears for frequencies
larger than about 1200 Hz.
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Fig. 15.11. In-phase addition of the monaural signal and masker produces a level
difference, ∆L, related to the outer ordinates. Quadrature addition produces both
level changes, ∆L′ (outer ordinate) and interaural delays, ∆t (inner ordinate). All
three are shown as a function of frequency. The bottom curve (∆) shows the ratio
of ∆L to ∆L′. Results derived from two masker levels are shown separately in the
two panels

From the applications of the model, three factors may be added. (1) The
well known variability of JN∆T is based on two factors: the variation in
JNDL from subject to subject, and the differences in the slope of the indi-
vidual observers’ delay-tuned channels. It may be that these two factors are
correlated. (2) BMLDs are conventionally measured in terms of signal level.
There are, however, important nonlinearities between the conventional mea-
sure and the determining JNDs, i.e. JNDL and JN∆T . However, the effects
of varying stimulus parameters on JNDs are reflected sometimes through
nonlinearities such that either small differences and/or individual differences
can produce what may be often called unusual dependencies. Many of these
strange dependencies can be described by the model. (3) The model explains
quite clearly that the BMLDs are in fact an improvement in signal-to-masker
ratio which consequently leads to a release from masking in frequency and
amplitude discrimination. The model also explains the reduction in magni-
tude of BMLDs when signal and masker frequencies differ from each other.
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15.3 Lateralization

Effects of lateralization are mostly studied by presenting sounds through
headphones. In this case, the sound image is usually located within the head.
In such a situation, the task of the subject is to describe the perceived lat-
eral displacement of the sound. This displacement can be projected onto a
straight line, which connects the entrances to both ear canals. In contrast
to localization, a three-dimensional phenomenon, lateralization is described
along only one dimension.

Lateralization is governed by differences in level and time of the sounds
presented to the two ears via headphones. Figure 15.12 shows the dependence
of lateralization on interaural level differences. Pure tones of 1 kHz were used
for the experiment. The levels of the tones presented to each ear were chosen
such that their overall intensity corresponded to a sound pressure level of 80
dB. Positive values of the interaural level difference indicate that the earphone
on the right ear of the subject was fed by a higher voltage. The ordinate
in Fig. 15.12 shows the lateral displacement perceived by the subjects: the
image is either shifted to the centre (C) or displaced to a variable degree
to the right (R1 · · ·R5) or to the left (L1 · · ·L5). A lateralization that is
“completely right” is denoted R5, a lateralization that is “completely left” is
indicated by L5. As can be seen in Fig. 15.12, a centre image with no lateral
displacement shows up for zero interaural level difference; this judgement is
seen to have very little variability. With increasing interaural level difference,
the sound image shifts more and more to the right. For negative values of the
interaural level difference, the sound image shifts more and more to the left.

Fig. 15.12. Lateralization as a function of interaural level difference. 1-kHz tones,
overall intensity corresponding to 80 dB SPL; Track 44
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At interaural level differences of ±30 dB, the extreme lateralizations of the
sound image are obtained. For a restricted range of interaural level differences,
±10 dB, a just-audible displacement is achieved if the level difference is varied
by 1 to 2 dB.

A similar dependence of perceived lateral displacement can be obtained
if, instead of level differences, differences in the phase of the signals presented
to the earphones are used. If, at frequencies below 1500 Hz, the left earphone
delivers sound impulses about 1ms later than the right earphone, the image
shows a lateral displacement totally to the right (R5). If the left earphone
leads by 1 ms, the lateral displacement is completely to the left (L5). Between
these extreme positions there is a smooth transition.

The time shifts between the signals presented to each earphone can be
produced in two different ways: on one hand, time shifts can be applied to the
carrier signals; on the other, interaural time shifts can be applied to the en-
velopes of the signals presented to the left and right earphone, respectively. In
the first case, with interaural time shifts of the carrier, lateral displacements
occur up to a carrier frequency of about 1.6 kHz. This frequency corresponds
to a critical-band rate of 11.5 Bark. Hence, lateral displacements can be ob-
tained by interaural time shifts of the carrier only, if the carrier shows a
critical-band rate within the lower half of the critical-band-rate scale. How-
ever, interaural time shifts of the envelope lead to a perception of lateral
displacements for carriers within the middle and upper range of the critical-
band-rate scale. At lower frequencies, time shifts of the envelope and time
shifts of the carrier are not easy to distinguish.

There is a trade-off between interaural level differences and interaural time
shifts. This means that a shift of the sound image towards the right, obtained
by presenting the sound to the right earphone earlier, can be shifted back to
a centre image by presenting the sound to the left earphone at a higher level.

15.4 Localization

In contrast to lateralization, which represents a one-dimensional phenom-
enon, localization encompasses three dimensions. With localization, two ef-
fects are important: localization as such, i.e. the perception of a sound with
respect to its direction and distance, and localization blur, i.e. the precision
by which the location of a sound image can be given.

With respect to localization blur, deviations of about 2◦ from a forward
direction can be detected with sinusoidal signals. For sound sources facing
one of the ears, i.e. at angles of ±90◦, localization blur shows somewhat larger
values around ±10◦. For sounds presented behind the subject, localization
again improves and localization blur amounts to about ±5◦. With narrow-
band signals, a special type of localization frequently occurs. In such a case,
called inversion, the sound source is situated in front of the subject but the
subject perceives the sound as coming from behind. This means that the
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sound source and the perception of the location of the sound source are
symmetric about the axis of the two ears. In such situations, the following
effects may occur: if the subject faces the direction 0◦ and the sound source
is presented at an angle of 30◦, the sound may be perceived at an angle of
150◦. This means that the sound source is situated in front of the subject
somewhat to the right, but that the sound is perceived as coming from a
position behind the subject.

Another interesting feature is the localization of narrow-band sounds in
the median plane. This effect can be illustrated by means of Fig. 15.13. With
some simplification, it can be stated that sounds are perceived as coming
from a specific direction, irrespective of the location of the sound source. If
narrow-band sounds with a centre frequency of 300 Hz or 3 kHz are presented,
the sound image is always perceived in front of the subject. Narrow-band
sounds centred at 8 kHz are perceived as coming from a location above the
head of the subject, even if the sound source is located in front of the subject.
Narrow-band sounds centred at 1 or 10 kHz are perceived to originate behind
the head of the subject, again irrespective of the actual location of the sound
source. This is an astonishing effect and was attributed by Blauert to the
frequency characteristics of the hearing system, and was called “determining
frequency bands”.

So far, the localization of only one sound source has been considered.
However, in practical applications such as the reproduction of music via a
stereosystem, localization of sounds reproduced by multiple sources is of in-
terest. In a traditional stereo arrangement, the subject faces two loudspeakers
positioned in front, each at an angle of about 30◦ from straight ahead. If both
loudspeakers radiate the same sound pressure level at the same time, a sum-
ming localization occurs and the sound is perceived as coming from a location
midway between the two loudspeakers. If the sound pressure level from the
right loudspeaker is 30 dB higher than that from the left speaker, the sound is
perceived as originating in the direction of the right loudspeaker. This means
that a dependence of the location of the perceived sound is obtained in a
manner similar to that shown in Fig. 15.12 for lateralization. Also, as dis-
cussed with lateralization, localization of the perceived sound is governed by

Fig. 15.13. Schematic illustration of the localization of narrow-band sounds in the
median plane, irrespective of the position of the sound source
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time differences between the sounds from the loudspeakers. If a low-frequency
sound from one loudspeaker leads the sound from the other by 1 ms, the per-
ceived localization of the sound corresponds to the first loudspeaker.

In this context, an effect termed the “law of the first wave front” deserves
attention. If a sound is switched on with a click in the left loudspeaker,
then it will be perceived as originating from that location, even if the left
loudspeaker is later faded out and the sound is radiated only from the right
loudspeaker! This effect of the “first wave front” works even if the level of
the second loudspeaker is increased by some decibels above the level of the
first loudspeaker. The “law of the first wave front” has great importance in
room acoustics. The localization of the sound of musical instruments is in the
direction of the stage, even if the level of sound reflected e.g. from a balcony is
higher than the level of the direct sound wave. However, if the time difference
between the direct sound and the reflected sound exceeds a critical value (for
speech and music near 50 ms), echos may be perceived which can be highly
annoying for values larger than 100 ms.

15.5 Binaural Loudness

If a subject listens over headphones to a sound using only one earphone, and
suddenly the second earphone is also connected to the sound source, a dis-
tinct increase in loudness is perceived. The increase of binaural loudness in
comparison with monaural loudness depends somewhat on actual loudness,
and hence on the sound pressure level. For soft sounds (20 dB SL), switch-
ing from monaural listening to binaural listening produces an increase in
perceived loudness by a factor of about 2. At high levels (80 dB SL), the in-
crease from monaural to binaural loudness amounts only to a factor of about
1.4. This means that at low levels (20 dB SL), the increase from monaural to
binaural loudness corresponds to an increase in (monaural) sound pressure
level of 8 dB. At high levels (80 dB SL), the corresponding level increase
amounts to 6 dB. An interesting case of binaural loudness is that of loudness
partially affected by noise. When the loudness of tones is measured, the inter-
aural phase conditions in which the tones and the noises are presented to the
ears becomes important, as already discussed in Sect. 15.2 in connection with
the binaural masking-level difference for very small loudness, i.e. the masked
threshold. The number of variables influencing the perception of loudness
becomes large in the binaural situation. A few data from a preliminary study
may give an idea of the expected effects.

250-Hz tones with the same level in each ear have been used as binau-
ral signals, the loudness of which was measured by adjusting the level of a
monaurally presented 250-Hz tone to sound equally loud. The background
noise was low-pass filtered with a steep cut-off at 840 Hz and an SPL of
43 dB in each critical band, corresponding to a density level of 23 dB. The
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data in Fig. 15.14 show the level of a monaurally presented 250-Hz tone, nec-
essary to sound as loud as the binaurally presented 250-Hz tones (abscissa).
The masking noises were in phase at both ears (N0), while the signals, the
250-Hz tones are in phase (S0) for one set of measurements (open circles,
lower curve) and 180◦ out of phase (Sπ) for the second set (filled circles, up-
per curve). The data are medians and interquartile ranges of four subjects.
The results at low signal-to-noise ratios indicate – as expected from BMLD
data – that presenting the 250-Hz tones binaurally in opposite phase pro-
duces greater loudness than in-phase presentation. It is astonishing, however,
that this increment is effective not only near masked threshold but up to
40 dB above it. Masked threshold for the two phase conditions of the signals
is close to the leftmost symbols, which are drawn as half symbols because
only two of the subjects were able to hear the 250-Hz tones at these levels.

The dependence of binaural loudness on the phase difference between the
signals at the ears (abscissa) is outlined in Fig. 15.15 using the same method
of monaural adjustment for two conditions of the masking noise: in phase at
both ears (N0, open circles) and 180◦ out of phase (Nπ, filled circles). The
masking noise was the same as in the former experiment; the level of 250 Hz-
tones in the binaural presentation was set to 50 dB. The data indicated for
∆ϕ = 0◦ and ∆ϕ = 360◦ are replications, and may be compared with the

Fig. 15.14. The loudness of binaurally presented 250-Hz tones partially masked
by binaurally presented low-pass noise with 840-Hz cut-off frequency and 43 dB
SPL per critical band, expressed as the equally loud monaural 250-Hz tone, the
level of which is the ordinate. The SPL of the equal-amplitude binaural tones is
the abscissa. Two-phase conditions of the signal and masking noise are indicated.
The half symbols indicated approximate the location of the masked thresholds in
the two conditions
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Fig. 15.15. Loudness of binaurally presented 250-Hz tones partially masked as
in Fig. 15.14, but with an SPL of 50 dB and shown as a function of the phase
difference of the signals (abscissa). Two phase conditions of the low-pass masker
noise are indicated

data given in Fig. 15.14 at Lbin = 50 dB. The consistency of the data is good
and the individual differences, as marked with the interquartile ranges in the
two experiments, are remarkably small.

The data of the two figures indicate that phase differences in binaural
hearing can influence loudness, so that out-of-phase presentation of tones
increases loudness up to a factor of two (equivalent in effect to a 10-dB level
difference for monaural presentation). Phase changes in both signals and
maskers (noise, in this case) clearly influence binaural loudness.

Binaural loudness summation can also be studied with loudspeakers in a
standard stereo arrangement. The loudness summation depends both on the
frequency separation and time separation of the sounds from the two loud-
speakers. For zero frequency separation and zero temporal separation, two
loudspeakers produce a larger loudness than one loudspeaker, corresponding
to a level difference of about 4 dB. For frequency separations as large as 4 kHz,
the loudness increase for presentation over two loudspeakers corresponds to
12 dB at low loudness levels (45 phon) and to about 8 dB at high loudness
levels (85 phon).

In summary, under favorable conditions binaural loudness may achieve
almost twice the value of monaural loudness for the same physical level pre-
sented at about the same time.
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In our human society, acoustical communication plays a very important role,
because besides our receiving system (our ears), we also have a transmitting
system (our speech organ). Therefore, the applications of psychoacoustics
are spread across many different fields. Most often, psychoacoustical data
provide the fundamental basis from which solutions to problems (such as
finding the limiting characteristics of transmitting systems, or the limits of
noise production) are elaborated. Even in the region of art, to which music
belongs, the characteristics of our hearing system as the receiver of music
play the dominant role. Consequently, psychoacoustics is very important also
in musical acoustics. In view of the diversity of the field, it is impossible
to discuss a large number of different applications in detail. However, this
chapter gives some impression of how much psychoacoustics is involved in
the different fields that have been mentioned, and may give those who want
to solve similar problems some hints on how they might proceed. The list of
papers for each section of the chapter may also be of help.

16.1 Noise Abatement

Noise, or unwanted sound, has to be limited. In the 1960ties, there were many
methods used to measure noise. Pushed by industry, the International Stan-
dardization Organization (ISO) was forced to standardize a method that was
not only practical but that would also indicate correct and adequate values.
Standardization is a time-consuming process, and it was finally decided to
solve the problem in two steps. The first step produced a simple method that
could easily be implemented using relatively cheap equipment. The ISO was
aware of the fact that this initial method, measurement of A-weighted SPL,
might produce inaccurate or even misleading results in noise control. There-
fore, the ISO produced a second standard that was not as simple as the former
but produced much more appropriate values based on the human sensation
of loudness. Two corresponding methods have been described as loudness
calculation procedures in ISO 532 and were published only a few years after
the dB(A)-proposal. The method described in ISO 532B is based on what is
described in Chap. 8 on loudness and the examples will be elaborated using
that method.
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Two kinds of loudness distributions are often used. The first one is specific
loudness versus critical-band rate pattern, which will be abbreviated here to
“loudness pattern”. The second distribution is based on the time function of
total loudness, which can normally be measured only using loudness meters.
Because loudness of noises often depends strongly on time, a cumulative loud-
ness distribution is used. This distribution gives the percentage of time during
which a given loudness is reached or exceeded, as a function of loudness.

In order to get a better feeling for the loudness scale Fig. 16.1 shows a
loudness thermometer in comparison to a level thermometer.

Both thermometers illustrate that the jack hammer is pretty loud and
a trickling faucet rather soft. Closer inspection however reveals that the se-
quence of sounds sometimes is different. For example: On the level thermome-
ter, the trumpet is above the lawn mower, but on the loudness thermometer

Fig. 16.1. Loudness thermometer (left) in comparison to a level thermometer
(right)
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the opposite is true. Likewise, the violin and the electric drill produce almost
the same level, but the loudness of the electric drill is higher. These differ-
ences are mainly due to different spectral distributions and time structures.
Also one might suspect that the musical sound of a violin is preferred to the
technical sound of an electric drill, influencing the respective loudness eval-
uation. However, applying the procedure outlined in Sect. 16.1.5 it could be
shown that cognitive effects like the identification of the sound source play a
minor role in loudness evaluation of the sounds, indicated in Fig. 16.1.

16.1.1 Loudness Measurement

The graphical procedures for calculating loudness described in ISO 532B or
in DIN 45 631 were implemented in a computer program published in the
latest version of DIN 45 631.

The program shows a very good approximation of the loudness function
for the 1 kHz standard tone; it is within 2% from 0.02 to 150 sone. It is shown
in Fig. 16.2 together with the corresponding functions for uniform exciting
noise (cf. Fig. 8.4).

The use of the loudness-calculating procedure is most effective in noise
reduction. An example of a woodworking factory may give insight into its
advantages. Initially, the noise was mostly that of a circular saw, which pro-
duced a spectrally dominant narrow-band sound together with more broadly
tuned noise. Figure 16.3a shows the original loudness pattern indicating the
large partial area near 1.25 kHz (channel 9), which also produces a large

Fig. 16.2. Loudness of 1-kHz tones (solid) and uniform exciting noise (dotted)
calculated by a computer program or measured by a loudness meter, as a function
of sound pressure level
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Fig. 16.3a–c. Loudness patterns, i.e. specific loudness as a function of critical-band
rate expressed in channel numbers, calculated by a computer program for three
stages of a noise reduction activity in a woodworking factory. Original situation in
(a); using special circular saw blades in (b) and with additional absorption in (c).
The total loudness is indicated in each panel

contribution to the total loudness. First, this dominant partial loudness had
to be reduced using special noise-reduced circular saw blades. The remain-
ing noise, which is shown in Fig. 16.3b, was broad-band noise that had a
relatively low A-weighted SPL but a relatively large loudness. Therefore, ad-
ditional noise reduction was introduced in the higher frequency region, where
it can be accomplished more easily than at lower frequencies. This way, the
loudness could be reduced further, as indicated in the loudness pattern of
Fig. 16.3c. The relative loudness reduction from 27.5 to 18.3 and finally to
13.5 sone (GF) corresponds to factors of 1.50 and 1.36. These ratios indicate
that the second step was also quite effective, although the reduction of A-
weighted SPL was 13 dB(A) in the first step and only 4 dB(A) in the second.
The workers in the factory, however, were very pleased with the second step.

The loudness of steady-state sounds can be assessed by the computer pro-
gram published in DIN 45 631. For sounds with strong temporal variations,
however, in addition the nonlinear temporal processing of loudness in the
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Fig. 16.4. Loudness-time function of a test-sentence and of speech noise for per-
ceived equal loudness

human hearing system has to be simulated in loudness meters as illustrated
in Fig. 8.26. Loudness meters calculate the loudness corresponding to ISO
532B almost instantaneously, i.e. using the same temporal characteristics as
our hearing system. In order to simulate the characteristics of our hearing
system, critical-band analysis has to be done every 2 ms. This means that
a filter bank has to be installed that simulates the frequency selectivity of
our inner ear. In addition to loudness pattern and loudness-time function,
loudness meters can also produce statistical loudness distributions, i.e. the
percentage of time for which a given loudness is reached or exceeded as a
function of loudness. Such a statistical distribution is of importance in cases
where loudness varies strongly as a function of time and for the assessment
of noise immissions.

Figure 16.4 shows an example for the loudness of speech. In psychoacoustic
experiments the loudness of a continuous speech noise (CCITT Rec.G227)
was matched to the loudness of a test sentence. The corresponding loudness-
time functions are shown in Fig. 16.4 for the sentence (left) and for the speech
noise (right).

The data displayed in Fig. 16.4 reveal that the loudness of a sentence does
not correspond to an average value of the fluctuating loudness-time function
but rather to a loudness value near the maximum.

A statistical treatment displayed in Fig. 16.5 as cumulative loudness dis-
tribution reveals that the continuous speech noise produces almost the same
loudness during the whole presentation (dotted) whereas the loudness of the
sentence varies considerably with time (solid). The crossing point of the two
curves in Fig. 16.5 indicates that the loudness of speech can be described by
the percentile loudness N7, i.e. the loudness value reached or exceeded in 7%
of the measurement time.
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Fig. 16.5. Cumulative loudness distributions of test sentence (solid) and speech
noise (dotted) for perceived equal loudness

16.1.2 Evaluation of Noise Emissions

Noise emitted by different sound sources can be assessed subjectively in psy-
choacoustic experiments and physically by noise measurement devices like
loudness meters.

For the subjective evaluations usually the method of magnitude estima-
tion (with anchor) is used. For physical measurement of noise emissions, the
percentile loudness N5 is recommended; however, for a large number of emis-
sions, the maximum loudness Nmax gives nearly the same values.

Figure 16.6 shows an example for the evaluation of noise emissions by
printers. Different needle printers (A, B, E, F, G), daisy wheel printers (C,
D), and an inkjet printer (H) were included. Subjective loudness evaluations
are illustrated by circles, loudness measured by a loudness meter by stars. The
plus signs indicate A-weighted sound power which is used in many countries
to describe the noise emission of products. All data are normalized relative
to the values for printer F.

The data displayed in Fig. 16.6 indicate that the loudness of different
needle printers may differ by a factor of 2 (F versus B). An inkjet printer can
produce a loudness about only 1/3 of the loudness of a loud needle printer
(H versus F).

A comparison of circles and stars in Fig. 16.6 reveals that the subjective
evaluation can be predicted by physical measurements with a loudness meter.
On the other hand, A-weighted sound power overestimates the differences
drastically.

For example it is stated frequently in advertisings that the noise emission
of printer G is by 90% less than that of printer F. This is correct in physical
terms of A-weighted sound power. However, the loudness difference perceived
by the customer is only about 35%, in line with the indications by a loudness
meter.
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Fig. 16.6. Evaluation of the noise emission by different printers. Relative loudness
evaluated subjectively (circles) or by a loudness meter (stars) in comparison to the
relative A-weighted sound power (plus signs)

Fig. 16.7. Evaluation of noise emissions by different aircraft during take-off. Data
from subjective evaluations (circles) and physical measurements by a loudness me-
ter (stars)

Therefore, reductions in noise emissions of products should be given in
loudness ratios since with the exaggerating sound power ratios, in the end
the public may no longer trust predictions of acoustic improvements.

Results displayed in Fig. 16.7 illustrate the noise emission of differ-
ent types of aircraft during take-off, normalized relative to the values for
aircraft A.

A comparison of the data illustrated by circles versus stars again shows
the predictive potential of physical measurements by a loudness meter with
respect to the subjective evaluation of the loudness of noise emissions. Old
aircraft, equipped with engines with small by-pass ratio, (e.g. A, E) are by
a factor of about 1.5 louder than modern aircraft with engines with large
by-pass ratio (e.g. B, C).

It should be mentioned that the concept of noisiness put forward by Kry-
ter and used for the certification of aircraft is also in line with the subjective
evaluation. On the other hand, A-weighted or D-weighted sound power again
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substantially overestimates the differences between noises produced by dif-
ferent aircraft.

As concerns railway noise, noises produced usually depend on the type
of train, its length, and speed. Table 16.1 gives an overview of some noises
studied.

Table 16.1. Overview of some train noises studied

Type of train Length [m] Speed [km/h]

A Freight train 520 86
B Passenger train 95 102
C Express train 228 122
D ICE 331 250
E ICE 331 250
F Freight train 403 100
G Freight train 175 90

The corresponding results of subjective evaluations in psychoacoustic ex-
periments and physical ratings by a loudness meter are given in Fig. 16.8.
All data are normalized relative to the values for train C.

The data displayed in Fig. 16.8 suggest that also for train noise, physical
measurements of loudness by a loudness meter can predict the subjective
loudness evaluation. The lowest loudness values are produced by relatively
short trains (B, G) at medium speed. Large loudness values are produced
by a long freight train (A) at low speed, or ICE-super-express-trains at high
speed (D, E).

The last example discussed concerns the noise emission of grass trimmers.
Products of several manufacturers at different rpm were studied. Results are
given in Fig. 16.9. All values were normalized relative to the data for noise
number 9.

Fig. 16.8. Evaluation of noises produced by different trains as described in Table
16.1. Data from subjective evaluations (circles) and physical measurements by a
loudness meter (stars)
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Fig. 16.9. Evaluation of noise emissions by grass trimmers. Data from subjective
evaluations (circles) and physical measurements by a loudness meter (stars)

A comparison of the data illustrated in Fig. 16.9 by circles versus stars in-
dicates that also for sounds in the category “leisure noise”, perceived loudness
can be predicted by loudness measurements with a loudness meter.

In summary, the loudness of noise emissions can be physically measured
by a loudness meter in line with subjective evaluations for rather different
kinds of noises. Ratios of A-weighted sound power – although frequently used
in advertisings – usually overestimate differences in the loudness of noise
emissions substantially.

16.1.3 Evaluation of Noise Immissions

In psychoacoustic experiments, noise immissions are frequently assessed as
follows: the subjects are presented stimuli of e.g. 15 minutes duration which
include a soft background noise (e.g. road-traffic noise of 40 dB(A)) plus
several louder events (e.g. fly-overs of aircraft). During the presentations, the
subject has to indicate the instantaneous loudness by varying the length of
a bar presented on the monitor of a PC. After the experiment is over (e.g.
after 15 minutes) the subject has to fill in a questionnaire and is asked –
among others – to indicate the overall loudness of the preceding 15 minutes
by marking the length of a line.

This subjective evaluation of overall loudness of a noise immission (ex-
pressed in mm line-length) can be compared with physical magnitudes of
the noise immission. It turns out that in many cases the perceived overall
loudness of noise immissions corresponds to the percentile loudness N5 mea-
sured by a loudness-meter. The value N5 is the loudness which is reached or
exceeded in 5% of the measurement time. This means that N5 represents a
loudness value close to the maxima of the loudness-time function of the noise
immission.
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Fig. 16.10a–e. Loudness-time functions of noise immissions. Road traffic back-
ground noise plus: (a) 8 takeoff-sounds of loud aircraft B, (b) 8 softer aircraft C,
(c) 4 loud aircraft B (d) 4 softer aircraft C, (e) 4B and 4C

Figure 16.10 shows as an example loudness-time functions of 15 minute
noise immissions from aircraft noise when using old, louder aircraft (B) versus
modern, softer aircraft (C).

The data displayed in Fig. 16.11 as circles represent the subjective evalu-
ation of the noise immissions illustrated in Fig. 16.10 and can be compared to
data of physical measurements represented by stars. The line-length indicat-
ing the subjectively perceived overall loudness is given on the left ordinate,
the correlated percentile loudness N5 on the right ordinate.

A comparison of subjective and physical data displayed in Fig. 16.11
suggests that the percentile loudness N5 is a good predictor of the subjectively
perceived overall loudness of noise immissions from aircraft noise.

As described in the references to this section percentile loudness values
can also predict the overall loudness of noise immissions from road traffic
noise, railway noise, industrial noise, and leisure noise like noise from tennis
courts.

In many regulations, noise immissions are assessed by the energy-
equivalent A-weighted-level Leq. However, even at same Leq value, noise
immissions from different means of transportation can be judged rather
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Fig. 16.11. Overall loudness of the noise immissions illustrated in Fig. 16.10.
Circles: Line-length matched to subjectively perceived overall loudness. Stars: Per-
centile loudness N5 physically measured by a loudness-meter

Fig. 16.12. Overall loudness of noise immissions from rail-traffic, road-traffic or
air-traffic each with the same Leq of 70 dB(A) within 15 minutes

differently. Corresponding results from field studies were named “railway
bonus” or “aircraft malus” indicating that at same Leq railway noise can
be less annoying than road-traffic noise while aircraft noise can be more an-
noying than road noise.

Figure 16.12 shows results from corresponding psychoacoustic experi-
ments. Noise immissions of 15 minutes duration with noises from different
means of transportation at the same Leq of 70 dB(A) were judged according
to their overall loudness indicated by the line length.

The psychoacoustic data displayed in Fig. 16.12 are in line with the con-
cepts of “railway bonus” and “aircraft malus” put forward on the basis of
results from field studies. For noise immissions with the same Leq of 70 dB(A),
overall loudness indicated in psychoacoustic experiments by line length in-
creased from rail- over road- to air-traffic.

As an explanation for the railway-bonus at least two hypotheses can be
put forward. From an engineering point of view, it can be argued that road
traffic noise shows more pronounced low- frequency components which are
underestimated by A-weighting. Hence, at same LAeq, road-traffic is perceived
as louder than rail-traffic. By and large, the problems of A-weighted levels for
sounds with strong low-frequency components could account for some four
dB of the railway-bonus.
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Fig. 16.13. Overall loudness of road-traffic-noise and railway-noise at same LAeq

for original sounds (squares) and processed sounds (rhombs)

An alternative hypothesis, based on cognitive effects would be that sounds
from railways might elicit nostalgic feelings of “Good old Times” and there-
fore – at same LAeq – railway-noise would be preferred in comparison to
road-traffic-noise. In order to estimate the magnitude of such cognitive ef-
fects both railway-noise and road-traffic-noise were processed by the proce-
dure described in Sect. 16.1.5 in order to obscure the sound source. Results of
corresponding experiments with sounds of five minutes duration are displayed
in Fig. 16.13.

The data plotted in Fig. 16.13 indicate a railway bonus: At same LAeq =
55 dB(A), for road-traffic-noise the overall loudness is judged to be “slightly
loud” whereas for railway-noise, the overall loudness is “neither loud nor
soft”. Since this difference holds also for the processed sounds, where the
information about the sound sources is obscured, cognitive effects seem to
play a minor role in this case.

Questions of overall loudness are of relevance not only for outdoor noises,
but also for indoor noises. For example, in offices with several employees, there
are always conflicting issues of quietness on the one hand and privacy on the
other hand. Fig. 16.14 illustrates subjective versus instrumental evaluation of
10 offices considered by their employees as “quiet”. Circles indicate subjective
loudness evaluations by the method of line length (LL), crosses represent
physical measurements of the percentile loudness N5.

The subjective and instrumental evaluation as displayed in Fig. 16.14
show good agreement, i.e., the crosses are usually within the inter-quartiles.
On the average, a percentile loudness of N5 = 5 sone seems to be typical for
a “quiet” office.

Further studies showed that in offices considered by the employees to be
“loud”, the limit of 5 sone is exceeded by a factor of two to four, i.e. values
of percentile loudness around N5 = 10 to 20 sone are obtained.
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Fig. 16.14. Subjective and instrumental evaluation of the loudness in offices con-
sidered by their employees as “quiet”

When assuming for the sake of simplicity that the background noise in
an office would be pink noise, a loudness of 5 sone would correspond to an
A-weighted level around LA = 44 dB(A).

To study questions of privacy, a “quiet” office (N5 = 4.7 sone) and
a “louder” office (N5 = 9.6 sone) were chosen. With a rhyme-test after
Sotscheck, 50% speech intelligibility is obtained at a speech level of 38 dB
for the “quiet” office, and 47 dB for the “louder” office. A speech level of
only 38 dB is rather unrealistic in an office, and even 47 dB speech level will
be exceeded in many practical cases. Therefore, in the “quiet” office, privacy
is impossible, and even in the “louder” office, the desired privacy will be
violated in many cases.

16.1.4 Evaluation of Sound Quality

With respect to sound quality evaluation, in addition to acoustic features of
sounds in particular aesthetic and/or cognitive effects may play an essential
part. Therefore, in laboratory situations not always all factors contributing
to the annoyance or the pleasantness of sounds can be assessed. However, the
psychoacoustic elements of annoying sounds can be described by a combi-
nation of hearing sensations called psychoacoustic annoyance. More specifi-
cally, psychoacoustic annoyance (PA) can quantitatively describe annoyance
ratings obtained in psychoacoustic experiments.

Basically, psychoacoustic annoyance depends on the loudness, the tone
colour, and the temporal structure of sounds. The following relation be-
tween psychoacoustic annoyance, PA, and the hearing sensations loudness,
N , sharpness, S, fluctuation strength, F , and roughness, R can be given:

PA ∼ N
(
1 +

√
[g1(S)]2 + [g2(F,R)]2

)
(16.1)
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In essence, (16.1) illustrates that for psychoacoustic annoyance in addition
to loudness itself, loudness-dependent contributions of sharpness as well as
fluctuation strength and roughness have to be taken into account using some
type of RMS averaging.

A quantitative description of psychoacoustic annoyance is based on results
of psychoacoustic experiments with modulated versus unmodulated narrow-
band and broadband sounds of different spectral distribution. It reads as
follows:

PA = N5

(

1 +
√

w2
S + w2

FR

)

(16.2)

with

− N5 percentile loudness in sone

− wS =
(

S

acum
− 1.75

)

· 0.25 lg
(

N5

sone
+ 10

)

for S > 1.75 acum (16.3)

describing the effects of sharpness S and

−wFR =
2.18

(N5/sone)0.4

(

0.4 · F

vacil
+ 0.6 · R

asper

)

(16.4)

describing the influence of fluctuation strength F and roughness R.
By means of (16.2) psychoacoustic annoyance can be described in line

with data from psychoacoustic experiments not only for synthetic sounds
but also for technical sounds like car noise, air conditioner noise, or noise
from tools like circular saws, drills etc.

As an example, in Fig. 16.15 psychoacoustic annoyance of car sounds
as measured in psychoacoustic experiments is compared to data calculated
according to (16.2). The car sounds used in the experiments are listed in
Table 16.2. The sounds stem from cars with Diesel- or Otto-engines driven at
different speeds in different gears and recorded at different distances. Pass-by

Fig. 16.15. Psychoacoustic annoyance of car sounds listed in Table 16.2. Dots: Data
from psychoacoustic experiments. Crosses: Values calculated according to (16.2)
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Table 16.2. Car sounds used for experiments on psychoacoustic annoyance

Sound Motor Speed in km/h Gear Distance in m

1 Diesel 60 3 7.5
2 Otto 30 1 7.5
3 Diesel 70 2 7.5
4 Otto 0 idle 0.9
5 Otto 80 3 7.5
6 Otto 80 3 15.0
7 Diesel 35 1 7.5
8 Diesel 70 4 7.5
9 Otto 50 2 7.5
10 Diesel 110 4 7.5
11 Diesel acceleration 1 7.5
12 Diesel racing start 1 7.5
13 Otto 60 3 7.5
14 Diesel 30 1 7.5
15 Otto 50 2 3.5
16 / 60 coast 7.5
17 Diesel 0 idle 7.5
18 Diesel 60 4 7.5
19 Otto ISO 362 2 7.5
20 Diesel 0 idle 7.5
21 Diesel 80 3 3.75
22 Diesel 50 2 3.75
23 Diesel 80 3 3.75
24 Diesel 90 4 7.5
25 Otto 80 3 3.75

at constant speed, idling, coasting, acceleration, accelerated pass-by accord-
ing to ISO 362 as well as a racing start are included.

Data for subjective and physical evaluation of psychoacoustic annoyance
are given in Fig. 16.15. All data were normalized relative to the value for
sound 10, a pass-by of a car with Diesel-engine driven in 4th gear at 110 km/h
and recorded at a distance of 7.5 meter. The results of the psychoacoustic
experiments are given by dots (medians and interquartiles), the calculated
values by crosses.

A comparison of data illustrated by dots and crosses in Fig. 16.15 reveals
the predictive potential of (16.2) for psychoacoustic annoyance. Large values
of psychoacoustic annoyance are obtained for a racing start (sound 12), a
Diesel car at high speed and low gear (sound 3) or Diesel cars at short distance
(sounds 21 and 23).

In summary, psychoacoustic annoyance can assess the psychoacoustic el-
ements of sound quality. Taking into account other elements like aesthetic
and/or cognitive factors, fashionable acoustic trends etc., psychoacoustic an-
noyance offers great potential for sound engineering.
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16.1.5 Cognitive Effects: Identification of Sound Source

In order to get a handle on the magnitude of possible cognitive effects, a pro-
cedure was developed, which largely obscures the identification of the sound
source despite keeping the loudness-time-function the same. The principle of
this procedure is outlined in Fig. 16.16 in form of a block diagram.

In the procedure, the original sound, e.g. from a violin, is first analyzed
by a Fourier-Time-Transform FTT as proposed by Terhardt. After spectral
broadening, a sound is re-synthesized which shows the same spectral envelope
and the same loudness-time-function as the original sound, but the informa-
tion about the sound source is obscured.

As an example, Fig. 16.17 shows loudness-time functions of five sounds in
original (a) and processed (b) version.

As expected, the loudness-time functions are nearly identical. It is pretty
difficult to identify in the processed version the sound sources trumpet, violin,
bird twitter, crying baby, and train.

The details of the procedure introduced in Fig. 16.16 are illustrated in
Fig. 16.18. The left part shows the FTT spectrum of the violin-sound used.
The harmonic structure of the violin-sound is clearly seen: Directly at the
ordinate, the harmonics at 1 Bark, 3 Bark, 4 Bark, and 6 Bark show up. Also
it becomes clear that a scale is played on the violin ending in a note of long
duration.

In the right part of Fig. 16.18 this general pattern, i.e. the increase in
pitch to a long note, is in principle also visible. Moreover it becomes clear
that some harmonic structure is hidden in the sound. However, in comparison
to the left part of Fig. 16.18, in the right part all the detail is lost and the

Fig. 16.16. Block diagram illustrating the procedure for obscuring the information
about the sound source
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Fig. 16.17. Comparison of the loudness-time functions of original sounds (upper
panel) and sounds processed according to the procedure illustrated in Fig. 16.16;

Track 45

Fig. 16.18. FTT spectra of original violin sound (left) and corresponding processed
version (right)

image is blurred. From a perceptual point of view this leads to a continuous
noise with barely audible frequency modulation.

To get some information, whether loudness evaluation is influenced by
the information about the sound source, the loudness of the sounds listed in
Table 16.3 was rated by magnitude estimation with anchor sound. Original
sounds as well as sounds processed according to the procedure outlined in
Fig. 16.16 were assessed. As anchor sound, the (original) sound of a hair
dryer (sound 5) was chosen.

The results displayed in Fig. 16.19 show that the subjects in all cases
rated the anchor sound (sound 5) perfectly, i.e. assigned the number 100. This
holds true for both original sound and processed sound. Regarding the other
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Table 16.3. Sounds evaluated

1 children at play
2 ringing telephone
3 urban road noise
4 vacuum cleaner
5 hair dryer
6 church bells
7 waterfall
8 highway
9 train station

10 commuter train
11 electric razor
12 door bell
13 piano
14 violin
15 electric drill
16 trumpet
17 passing train
18 passing motorcycle
19 jack hammer
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Fig. 16.19. Loudness rating of sounds 1 through 19. Original sounds are indicated
by dark shaded columns, processed sounds by light shaded columns (Medians and
inter-quartiles)
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sounds, there is only little difference in the loudness rating between original
versus processed sounds. In all cases except one (sound 11), the inter-quartile
ranges overlap. Statistical treatment of the data (Wilcoxon Rank Sum Test)
shows different rating between original and processed sound for sounds 2, 4,
and 11 on the 0.1% level.

The results displayed in Fig. 16.19 can be interpreted in such a way that
the information about the sound source has little influence on the loudness
rating. Considering the medians, in four out of 19 cases the processed sounds
produce a larger loudness than the original sounds. In the remaining 15 cases,
the original sounds produce a larger loudness than the processed sounds or
both sounds produce the same loudness. However, as already indicated, be-
cause of the overlap of the inter-quartile ranges, these differences should not
be overestimated.

The results displayed in Fig. 16.19 can be interpreted in such a way that
the information about the sound source has little influence on the loudness
rating. Considering the medians, in four out of 19 cases the processed sounds
produce a larger loudness than the original sounds. In the remaining 15 cases,
the original sounds produce a larger loudness than the processed sounds or
both sounds produce the same loudness. However, as already indicated, be-
cause of the overlap of the inter-quartile ranges, these differences should not
be overestimated.

In contrast, the identification of the sound source can significantly influ-
ence annoyance rating. For example, the original sound of a coffee machine,
brewing fresh coffee, was preferred in comparison to the processed version,
despite same loudness-time function. Also the sound of clinking wineglasses
produces much less annoyance for the original sound than for the processed
sound. On the other hand, however, for many other sounds, not only the
loudness rating but also the annoyance rating was only little influenced by
the effect whether the sound source could be identified.

In summary, the identification of a specific sound source seems to play a
minor role in loudness evaluation, but sometimes can strongly influence an-
noyance rating.

16.2 Applications in Audiology

The hearing system is a very important sensory organ for us humans. It is a
receiver of sound information that, together with our speech producing sys-
tem, enables us to participate in acoustical communication. Therefore the
ability of hearing-impaired patients to discriminate speech is one of the im-
portant aspects to be measured quantitatively in clinical audiology. There
are five fundamental features that are necessary in order to discriminate
speech: sensitivity, frequency selectivity, amplitude discrimination, temporal
resolution and information processing. To avoid serious social handicaps, the
five features have to be good enough to discriminate and understand speech.
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The measure of sensitivity is most often produced by means of pure-tone
audiometry where threshold in quiet is measured. Information processing is
mostly measured by speech discrimination tests. The tests actually include
measurements of the other three features because without these, speech dis-
crimination is not possible. For diagnostic reasons, however, it is often of
great interest to differentiate between a loss of these three features and a
loss of information processing, especially for such cases in which speech dis-
crimination fails. Audiology is interested in all of the single effects that may
contribute in part to what is measured in total, namely speech discrimina-
tion. Most of the single factors that contribute to speech discrimination have
been well-studied for normal-hearing subjects. The corresponding set of data
for hard-of-hearing listeners is by no means as comprehensive. An important
reason is that the methods that are used for normal-hearing listeners are very
rarely useful in cases of hearing impairment. Simplified methods and simpli-
fied apparatus have to be applied, and the following paragraphs try to help
solve the problems.

16.2.1 Otoacoustic Emissions

What is now known about otoacoustic emissions indicates that they are pro-
duced in the inner ear, i.e. in the peripheral part of our processing system.
Peripheral in this context means that the information still deals with AC
values that can either be acoustical, mechanical (in the middle ear), hy-
dromechanical (in the inner ear) or electrical (within the haircells). In all
cases, oscillations with positive and negative values carry the information.
The change from AC values into action potentials takes place in the synapses
of the inner haircells, an area defined as the border between peripheral infor-
mation processing and retro-cochlear information processing. This definition
may be different from that used in audiology. From the information process-
ing point of view, however, this definition is very useful. We assume that the
production of otoacoustic emissions and frequency resolution are typical fea-
tures of our hearing system that are located in the inner ear, i.e. peripheral.
We also assume that what is called recruitment may be produced primarily
within the inner ear.

Neurophysiological data concerning signal processing in hearing stem al-
most exclusively from animals. Only from very rare operations is it possi-
ble to collect data from human beings. Most of the psychoacoustical data,
however, stem from subjectively measured human data. Therefore, most de-
cisions regarding the type of disease in hearing-impaired subjects are based
on psychoacoustical data, although objective results might be more useful.
Therefore, the purely physically measured otoacoustic emissions seem to be
an attractive tool for obtaining information about signal processing in the
human inner ear. The problem, however, is that otoacoustic emissions seem
to be produced only in subjects who have a hearing loss no greater than about
20 dB. Out of more than 200 students in a school for the hearing-impaired,
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all having a hearing loss larger than 60 dB in the whole frequency range,
not one showed delayed evoked otoacoustic emissions of the type most easily
measured. For this reason, otoacoustic emissions rarely serve as a tool for
obtaining information about the kind of hearing impairment that leads to a
hearing loss of more than 20 dB.

Objective measurements, however, can be used in cases where it is not
possible to communicate with the human subject. Babies only a few months
of age are typical cases. It is very important to determine as early as possible
whether the hearing system acts normally or abnormally. To make such a
decision, the measurement of delayed evoked otoacoustic emissions in babies
can produce helpful information. Almost 98% of normally hearing subjects,
including babies, produce these emissions. Therefore, their lack can be used as
an indication that the development of the inner ear is at least not normal, or
that the middle ear strongly attenuates the sound transmission. The existence
of emissions indicates that middle and inner ear act normally, at least in that
frequency range in which the emissions can be measured.

Figure 16.20a shows a typical delayed evoked otoacoustic emission mea-
sured from an 18-month old child. The two traces are repeated measurements
to give an idea of the reproducibility. The time function shows not only de-
layed emissions (at 2.3 kHz with 7 ms delay; at 1.25 kHz with 13 ms delay; at
0.9 kHz with 16 ms delay) but also a 2.95-kHz spontaneous emission that is
triggered by the stimulating series of pulses. Figure 16.20b shows the corre-
sponding time function for measurements from a subject with hearing prob-
lems. Because babies can not be forced to remain as quiet as necessary, the

Fig. 16.20a,b. Two traces of a delayed evoked otoacoustic emission from a healthy
inner ear, picked up in the closed ear canal of a baby (a). The traces show excel-
lent reproducibility even during long delays where a spontaneous emission triggered
by the evoker appears. The lower trace (b) shows a corresponding time function
recorded from a subject with some hearing loss. Note that the amplitude is magni-
fied for a factor of 100 after a delay of about 6 ms
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apparatus used for measuring evoked otoacoustic emissions needs a device
for rejecting artefacts.

16.2.2 Tuning Curves

Classical masking describes an effect that is more precisely defined as simul-
taneous spectral tone-on-tone masking. This effect was discussed in detail in
Chap. 4. Figure 4.13 shows two possibilities for measuring this effect using
the method of tracking: the classical masking curve and the psychoacoustical
tuning curve. The correlation of these two curves was outlined in the sequence
of Figs. 4.14 – 4.16. The latter shows a set of psychoacoustical tuning curves,
i.e. the level LM of the masking tone necessary to just mask a test tone of
level LT (parameter), as a function of the frequency of the masker. This
masker frequency can be expressed in ∆z, the separation between masker
and test-tone frequencies measured as critical-band rate.

The method of tracking is relatively easy even for an untrained subject.
However it is more convenient for clinical use to measure step-wise, not con-
tinuously. To achieve this, an electronic device was developed with which
seven points of the tuning curve could be measured, three points below and
three points above the test-tone frequency. The seventh point is obtained from
the level of the test tone normally set 5 to 10 dB above threshold in quiet. In
most clinical cases, data from both the low-frequency and high-frequency
regions are needed. Therefore, the apparatus provides test frequencies of
500 Hz and 4 kHz, and 6 masker frequencies in the neighbourhood of each of
the two test frequencies. The frequency spacings of the six masker frequencies
in relation to the test frequency are chosen so that the simplified tuning curve
consisting of the seven measured points, becomes a useful approximation of
the continuously measured tuning curve.

The procedure begins with the determination of threshold in quiet for
the test-tone frequency. In order to make the test tone more clearly audible,
it is switched on and off smoothly every 600 ms. After determination of
threshold in quiet, the test-tone level is set to a fixed value about 10 dB above
threshold in quiet. For determining tuning curves, the subject again listens
to the interrupted test tone, although a continuous masker tone of different
frequencies is now simultaneously presented. Masker frequencies of 215, 390,
460, 540, 615, and 740 Hz are used for a test-tone frequency of 500 Hz. These
frequencies are spaced unevenly to determine tuning curves with only seven
measurements as well as possible. The level of the masker is determined at
each masker frequency so that the continuous masker tone just masks the
interrupted test tone. Therefore, the hearing-impaired listener always listens
to the same interrupted tone and signals when the tone is heard. This way,
seven masker-level data indicating the level where the test tone is just masked
are produced. The same procedure is used for a test-tone frequency of 4 kHz,
where masker frequencies of 1.72, 3.12, 3.68, 4.32, 4.92, and 5.92 kHz are
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Fig. 16.21. Simplified tuning curves in the frequency regions of 0.5 (left) and 4 kHz
(right) for a group with normal hearing. The data (means with standard deviations)
are produced in the following way: after averaging the test-tone levels used (“x”)
with test-tone and masker frequency being equal, the individual tuning-curve data
are normalized to that mean value. Vertical bars represent standard deviations

produced in order to also obtain information about the “tail” of the tuning
curve towards low frequencies.

Simplified psychoacoustical tuning curves have been measured for nor-
mally hearing subjects using the method described above. Because threshold
in quiet varies somewhat for normally hearing subjects and varies even more
for hearing-impaired listeners, a meaningful averaging procedure has to be
introduced. Such a procedure leads to the masker levels that are plotted as
open circles in Fig. 16.21 for n = 33 normal hearing subjects. The data con-
nected by straight lines represent the simplified tuning curves. The frequency
scaling drawn on the abscissa is chosen so that equal distance on the abscissa
corresponds to equal distance along the basilar membrane, i.e., critical-band
rate.

Pathological ears show tuning curves that may differ from those produced
by normally hearing subjects. To make this comparison possible, the tuning
curve of normally hearing subjects is also indicated in the data of listeners
with pathological hearing. The first example is of a group with conductive
hearing loss (Fig. 16.22). It can be clearly seen, by comparing the tuning
curves of normally hearing subjects with those produced by listeners with
conductive hearing loss, that in the latter case the whole tuning curve is
shifted upwards by about 30 dB. These 30 dB correspond to the hearing loss.
This means that although there exists a hearing loss of 30 dB, the frequency
resolution outlined in the psychoacoustical tuning curve does not change for
the group with conductive hearing loss.
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Fig. 16.22. Simplified tuning curves in the frequency regions of 0.5 (left) and
4 kHz (right) for a group with conductive hearing loss (—) but not otosclerosis. Note
that frequency-resolving power remains normal. (- - -) : data for normal hearing;
(. . .): the same data but shifted upwards so that the test-tone levels coincide). Other
details as in Fig. 16.21

The group with the degenerative hearing loss also shows a threshold shift
of about 30 dB at 500 Hz (Fig. 16.23), however, the form of the tuning
curve is very different. It is very shallow towards lower frequencies of the
masker and flatter still towards higher frequencies, although there remains an
increment of about 10 dB between the masker frequency of 540 Hz and that of

Fig. 16.23. As in Fig. 16.22, but for a group with degenerative hearing loss (—).
Note that frequency-resolving power is greatly reduced
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740 Hz. For the high frequencies of 4 kHz, the hearing loss is even greater, the
form of the tuning curve is again very flat towards low frequencies, and the
slope towards high frequencies has an angle on these coordinates that is only
one quarter that of normal hearing subjects. This means that the frequency
selectivity of patients in this group is distinctly worse. Under such conditions,
an amplifying hearing aid may bring back the sensitivity as such, but cannot
restore the impaired frequency selectivity.

The last example given here is that of noise-induced hearing loss. The
tuning curve in the 500-Hz frequency range outlined in Fig. 16.24 shows a
normal configuration, while the form of the tuning curves measured at 4 kHz
depends on the size of the hearing loss. For this reason two groups have been
separated, one with a hearing loss less than 55 dB and another one with a
hearing loss greater than 55 dB. This separation makes it clear that frequency
resolution becomes worse with larger hearing loss. It should be pointed out,
however, that noise-induced hearing loss, which produces mostly a threshold
shift only at frequencies above about 1500 or 2000 Hz, produces conditions by
which cubic or quadratic difference tones may become audible. Therefore, an
additional masking noise should be added in the low frequency range in order
to mask this possible difference tone which, if heard, would alter the shape of
the tuning curve. The form of the tuning curve of this group indicates clearly
that it is not easy to restore normal hearing conditions through a hearing aid
if the listener suffers from a noise-induced hearing loss.

Fig. 16.24. As in Fig. 16.22, but for a group with noise-induced hearing loss. For
the 4-kHz frequency range, the group is divided into two subgroups, one (. . .) with
hearing losses of 55 dB or less and the other (—) with hearing losses greater than
55 dB
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Using the procedure of measuring psychoacoustical tuning curves for
hearing-impaired listeners, the reduction of the hearing system’s frequency
selectivity can be estimated. Frequency resolution, as measured for normally
hearing subjects, is necessary for good speech discrimination. It is under-
standable that speech discrimination often fails in conditions in which very
flat tuning curves are measured, especially in those cases where temporal
resolution also fails.

16.2.3 Amplitude Resolution

The discrimination of amplitude or level differences is a prerequisite for the
discrimination of speech and music. In audiology, level discrimination is nor-
mally evaluated by the use of the SISI test and the Lüscher/Zwislocki test.
These tests use modulated tones or direct increases in level without pauses
between the presentations. Another test which is effective in the early de-
tection of acoustic neurinoma uses 200-ms tone pulses with a relatively long
Gaussian rise/decay time of 20 ms. In contrast with the two tests mentioned,
there are silent intervals of 200-ms duration between the tones to be com-
pared. The measurements are performed at 6 frequencies in octave steps
between 0.25 and 8 kHz. The data are measured at a level of 30 dB above
hearing threshold, and the patient has to judge whether the loudness of the
consecutive tone pulses is the same or different. The level difference of the
alternating tones can be increased in 0.25 dB steps.

The results show that most of the hearing-impaired patients indicate level
discriminations that are the same or almost the same as those of normally
hearing subjects. In this case, the median values of the just-perceptible level
differencies, ∆L, may be a little different from those of hearing-impaired
subjects, but the interquartile ranges overlap so that no clear decision can be
made about whether the level discrimination ability is changed or not. Such
small differences occur for the impairment of conductive hearing loss, sudden
hearing loss, noise-induced hearing loss, infantile or toxic non-progressive
sensory neural hearing loss, Menière’s disease and presbyacusis. For these
hearing impairments no differentiation is possible, because the interquar-
tile ranges of the data and those produced by normally hearing subjects
clearly overlap. The hearing impairment resulting from acoustic neurinoma,
however, shows a strong difference as indicated in Fig. 16.25. While the
normally hearing subjects show a level-difference threshold near 1.5 dB, re-
sults for the patients with acoustic neurinoma are about a factor of 3 larger,
i.e. 4.5 dB. The medians range from 4 to 4.7 dB and the interquartile ranges
do not overlap at all. Because there were 52 patients for the data set, it is clear
that there is a distinct increase in the level-difference threshold for patients
with acoustic neurinoma. The finding that 49 out of 52 patients with proven
acoustic neurinoma showed distinctly increased level-difference threshold em-
phasizes the attractiveness of this method. Comparable measurements using
the SISI test and the Lüscher/Zwislocki test have proven that the method,
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Fig. 16.25. Threshold for level differences for normally hearing subjects (black
circles connected with broken lines) and for patients with acoustic neurinoma (open
circles connected with solid lines). Note that the interquartile ranges (vertical bars)
do not overlap; Track 46

which measures the level-difference threshold for sounds with intervening in-
tervals, is superior to others in detecting acoustic neurinoma.

16.2.4 Temporal Resolution

Reduced speech discrimination of hearing-impaired listeners may be influ-
enced not only by reduced frequency resolution but also by reduced temporal
resolution. The equipment normally used to measure temporal resolution
is not simple and the methods used are time consuming. This means that
such methods are not useful for clinical routines. Speech was developed over
long evolutionary time spans so that it just fits the temporal resolution of
our hearing system under normal conditions. A prolongation of postmask-
ing can influence speech discrimination strongly. An example is illustrated in
Fig. 16.26. The excitation level versus time pattern, and sound pressure ver-
sus time function of the two words “mild” and “might” are illustrated. The
vowels “i” produce the largest excitation levels. The consonant “l” follows
the “i” directly in the word “mild”. Although postmasking is effective, the
“l” is still audible with normal hearing. For a prolonged decay, however, the
“l” may be totally masked. As a consequence, the discrimination between the
two words is not possible for someone with reduced temporal resolution.

The effects of postmasking and premasking were described in detail in
Chap. 4 (see Figs. 4.17 and 4.25). Temporal masking effects are normally
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Fig. 16.26. Influence of temporal resolution on the identification of consonants
following a loud vowel. The solid lines indicate excitation level as a function of time
for normal hearing. The broken lines indicate the decay of normal hearing, while the
dotted lines indicate the decay of reduced temporal resolution. The sound pressure
versus time function of the two spoken words is shown in the two lower diagrams

measured by using short test-tone bursts. The results are expressed in tem-
poral masking patterns. In order to reduce the time needed for such mea-
surements, it is necessary to concentrate on the most important part of the
masking pattern. Figure 16.27a shows a set of temporal masking patterns pro-
duced by an octave-band noise at 4 kHz that is periodically switched on and
off for 32 ms. The period of 64 ms corresponds to a repetition frequency of 16
Hz. The temporal masking pattern was measured with short tone bursts with
a duration of 5 ms and a frequency of 4 kHz. Temporal resolution is usually
given by two values, that of the peak, which is reached during the on-time of
the masker, and that of the valley, which is near the end of the off-time of the
masker. To measure only the most interesting difference between these two
values, it may be sufficient to use long test tones that are already familiar to
the patient and that are normally interrupted once a second. Such a sequence
of 500-ms tones will be heard in the valleys of the temporal masking patterns,
following one another with the repetition rate of 16 Hz. The peak value can
be measured easily by this test tone if the gap of the masker is eliminated.
If threshold in quiet, i.e. “without masker”, is also measured, three test-tone
thresholds have to be measured by the patient during which the masking
noise is either presented continuously, modulated, or not at all.
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Fig. 16.27a,b. Temporal masking pattern (a), i.e. masked threshold level of a
4-kHz test-tone burst of 5-ms duration triggered by a square-wave-modulated noise
masker (one octave band at 4 kHz), as a function of the temporal position within
the period T of the masker, the level LM of which is the parameter. The simplified
temporal resolution diagram (b) shows the level of a just-audible 4-kHz test tone
(500 ms on, 500 ms off): at threshold in quiet (“THQ”), masked by square-wave-
modulated octave-band noise (“MOD”) and masked by the same but continuous
masker (“CONT”). The level of the masker is the parameter and is indicated by
“LM”. Corresponding data points are connected. For normal temporal resolution,
the three corresponding points are located on nearly straight lines with “MOD” in
the middle between “THQ” and “CONT”

Figure 16.27b presents the three values for the same normally hearing
listener who produced the temporal masking patterns. The masker level, LM,
is the parameter in the diagram and scaled at the right side. Threshold in
quiet, which lies at 2.5 dB for this subject, is the point that is included
in all measurements. The values obtained for continuous noise depend on
the masker level in a similar form as in the temporal masking pattern. The
masked threshold reached for continuous masking noise is plotted on the
abscissa at the point called “cont” and linked with the LM values by broken
lines. The threshold levels obtained using rectangularly modulated noise as
the masker are entered under “mod”. These values lie between the levels
measured for the “cont” – condition and threshold in quiet. For a masker
level LM about 40 dB above threshold in quiet, an almost straight line is
seen connecting the three measured values: threshold in quiet, modulated
noise, and continuous noise.

Data produced with similar parameters by a listener with noise-induced
hearing loss are shown in Fig. 16.28a. The difference is clear because the
valleys in the temporal masking patterns are not as deep as for the nor-
mally hearing subjects. The temporal-resolution pattern, which is shown in
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Fig. 16.28a,b. Temporal masking pattern as in Fig. 16.27 but for a listener with
a hearing loss of about 50 dB at 4 kHz. Reduced temporal resolution is indicated
by the fact that in the right part of the figure the data at “MOD” lie above the
straight line connecting “THQ” and “CONT”

Fig. 16.28b for the same impaired listener, also indicates different behaviour
from that in Fig. 16.27b. Not only is the threshold in quiet increased by al-
most 50 dB, but also elevation of the data points corresponding to the “mod”-
condition prevent a straight line from being drawn through the three data
points. The straight lines in Fig. 16.27b indicate that the ratio between the
level difference of the two upper values (“cont” and “mod” on one hand, and
“mod” and “threshold in quiet” on the other) is about one to one. This ratio
is called the temporal resolution factor (TRF) and amounts to unity in the
case of normally hearing subjects, as outlined in Fig. 16.27b. Similar values
near unity have been collected at other frequencies. In contrast, the hearing-
impaired listener shows a drastically reduced temporal resolution factor: the
difference between the two upper data points (“cont” and “mod”) is much
smaller than the difference between the two lower data points (“mod” and
“threshold in quiet”). For a masker level LM = 100 dB, the ratio is 7.5 dB
to 30 dB, i.e. only 0.25. This indicates that the temporal resolution factor,
TRF, is greatly reduced.

For normally hearing subjects and a setting of the masker level about
40 dB above threshold in quiet, three temporal-resolution patterns for fre-
quencies of 500, 1500, and 4000 Hz are shown in Fig. 16.29. Individual differ-
ences for normally hearing subjects are small. The straight lines indicate that
a temporal-resolution factor of unity is found for these listeners. Depending
on the type of disease, hearing-impaired listeners show either a normal res-
olution factor near unity or a strongly reduced resolution factor near 0.2,
similar to the example outlined in Fig. 16.28b.
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Fig. 16.29. Medians and interquartile ranges of simplified temporal-resolution
diagrams for normal hearing at 500, 1500, and 4000 Hz, normalized in such a way
that the median of the LM value is used as a fixed point. The level of the masker
is chosen to be about 40 dB above threshold in quiet

Most hearing-impaired listeners have little difficulty in speech commu-
nication and speech discrimination if they receive only one voice at high
signal-to-noise ratios. However, they have significant problems with back-
ground noise, for example at a cocktail party. Therefore, the same procedure
was also used to measure the temporal-resolution factor for normally hear-
ing subjects in a condition with background noise. The influence of noise on
the temporal-resolution factor is shown in Fig. 16.30. Two background noises
were used, one elevating the threshold in quiet to a value near 35 dB and
another shifting threshold in quiet up to 55 dB. The results produced under
these conditions for normally hearing subjects are compared with the results
that are produced without background noise. The results are striking: the
straight lines obtained without noise are strongly twisted in such a way that
the “mod” value is clearly below the line connecting the masked threshold
and the “cont” value, indicating a strongly enlarged temporal-resolution fac-
tor, TRF, for normally hearing listeners in background noise. TRF increases
to values up to 5 and sometimes almost 10. This means that a normally hear-
ing subject has a very good temporal-resolution factor in noisy backgrounds,
as in the case of a cocktail party, and uses it.

The hearing-impaired listener, however, shows different characteristics.
These are outlined in Fig. 16.31. In part (a), a temporal masking pattern
is shown for the conditions “in quiet” and “with a background noise”. The
corresponding temporal-resolution patterns are indicated in part (b). There,
the values for “mod” are above the connecting line between “threshold” and
“cont”. This means that this listener does not gain in temporal resolution
when a background noise is added. The temporal-resolution factor remains
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Fig. 16.30. Medians of temporal-resolution data produced by four normally hear-
ing subjects (LM = 50, 70, and 90 dB). To imitate a threshold shift, an additional
continuous masker is presented to raise the threshold in quiet to about 35 dB (∇)
and about 55 dB (∆). Note the upward curvature of the temporal-resolution dia-
grams (dotted lines), contrary to the findings in several pathological ears (downward
curvature as shown in Fig. 16.28)

Fig. 16.31a–c. Temporal masking pattern (a), i.e. masked threshold level of a
4-kHz test-tone burst (5-ms duration) triggered by a square-wave-modulated
octave-band masker (centre frequency 4 kHz), as a function of the temporal po-
sition within the period of the masker with level LM. For additional background
noise of level LB, the upper pattern is created. The simplified temporal-resolution
diagram (b) shows the level of a just-audible 4-kHz tone (600 ms on, 600 ms off)
at threshold in quiet (“THQ”), masked by a modulated masker (“MOD”) or by a
continuous masker (“CONT”). Data with background noise (dotted) are also given.
The subject shows noise-induced hearing loss above 2-kHz, leading to reduced tem-
poral resolution as measured in this experiment. Panel (c) indicates corresponding
data produced by a normally hearing subject



16.2 Applications in Audiology 347

as reduced as it is without background noise. The data of a normally hear-
ing listener under corresponding conditions are shown in part (c). There, it
becomes clear that the normally hearing subject gains temporal resolution
in the background noise if the voice level of the communication partner is
increased. The hearing-impaired listener, however, does not gain in the back-
ground noise even through the voice level of the partner is increased. This
means that the difference in TRF between the normally hearing subject and
the hearing-impaired listener may reach values up to ten or even more than
that by which the factor is reduced in normal listening. This seems to be
a dominant reason why hearing-impaired listeners often have such problems
with speech discrimination in noisy conditions (cf. Sect. 16.2.7).

16.2.5 Temporal Integration

When sound bursts are reduced in duration to less than about 200 ms, their
level must be raised to remain audible. As described in Sect. 4.4.1, the incre-
ment in sound level needed is about 10 dB for a factor of 10 reduction in sound
duration. This dependence of threshold in quiet and masked threshold on the
sound duration corresponds to a temporal integration of the sound intensity
within a time window of 200 ms. This is why the effect is frequently called
temporal integration in the hearing system. For hearing-impaired listeners,
temporal integration often follows a distinctly different course compared to
that of subjects with normal hearing. In extreme cases, the same threshold
may be obtained by a hearing-impaired listener for sounds of 2 ms and 200 ms
duration, even though over this range a rise in level of 20 dB is necessary to
maintain the audibility of the sound burst for subjects with normal hearing.

It is therefore of interest to measure temporal integration in listeners with
different kinds of hearing impairment. An example is given in Fig. 16.32 for
noise-induced hearing loss. The data were obtained in the frequency range
around 4 kHz, and a duration of 300 ms produced the reference threshold
value. Tone bursts with durations of 300, 100, 30, and 10 ms were used, and

Fig. 16.32. Threshold of 4-kHz tone bursts as a function of their duration, mea-
sured in normally hearing subjects (solid) and in listeners with noise-induced hear-
ing loss (broken), indicating abnormal temporal integration. Note that the threshold
data are normalized to the value at the duration of 300 ms
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the data compared with those produced by normally hearing subjects. The
threshold level difference (relative to the 300-ms condition) is indicated as
a function of tone-burst duration in Fig. 16.32. The data for normally hear
ing subjects correspond closely to those given in Sect. 4.4.1, and indicate
an increment of about 10 dB for a factor of 10 reduction from 100 to 10 ms.
Hearing-impaired listeners, however, show an increment in level of only about
4 dB over the same range of durations. This increment is much less than with
normally hearing subjects, and leads to the fact that the difference between
normally hearing and hearing-impaired listeners may even be as much as
10 dB at 3-ms duration. However, this does not mean that hearing-impaired
listeners hear better at shorter durations than do normally hearing subjects.
Rather, it means that the temporal integration in hearing-impaired listeneres
is not developed as much as it is in normally hearing subjects. Very short
tone bursts of 3-ms duration produce a relatively broad spectrum. Because
many subjects with noise-induced hearing loss show elevated threshold above
about 1.5 to 2.5 kHz, but have relatively normal sensitivity for frequencies
below that, the spectral splatter of short duration bursts may influence their
thresholds.

The spectral splatter can be limited by using relatively large rise times for
the 10-ms duration tones. Under such conditions, measurements can be per-
formed with normally hearing subjects, where their thresholds are elevated by
special spectrally shaped noise that reproduces the threshold of noise-induced
hearing loss as a masked threshold. Under these conditions, measurements
of temporal integration have been performed for both categories of subjects.
The comparison between the data indicates that the spectral splatter does
not influence the measurements either for normally hearing subjects with
masked threshold, nor for subjects with the equivalent noise-induced hear-
ing loss measured in quiet. Temporal integration took place for the normally
hearing subjects in the same way as for their thresholds in quiet, leading to
the conclusion that, unlike the truly hearing-impaired, listeners with impair-
ments simulated by using masking noise show the same amount of temporal
integration as they normally show in quiet.

16.2.6 Loudness Summation and Recruitment

As described in Chap. 8, the loudness of a sound is produced by summing
the components expressed as specific loudnesses along the critical-band rate
axis. Loudness of a band-pass noise increases with increasing bandwidth be-
yond the critical bandwidth, although the overall intensity is kept constant.
The rate by which loudness increases is greatest at moderate levels. Because
the increment is based on the fact that loudness components are added up
along the critical-band rate to form the total loudness, it is called loudness
summation.

Loudness summation can be measured most easily in normally hearing
and hearing-impaired subjects by loudness comparisons. The level difference
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Fig. 16.33a, b. Level difference necessary to produce equal loudness between a
narrow- and a broad-band noise as a function of the narrow-band noise level. Data
measured for normally hearing subjects (open circles connected with broken lines)
agree closely with data produced by the loudness calculation procedure (dotted).
The data produced by listeners with noise-induced hearing loss (dots connected
with solid lines) are similar for a centre frequency of 500 Hz (a) but much lower at
4 kHz (b), indicating that loudness summation fails in that frequency region

needed to obtain equal loudness between a narrow-band noise and a broad-
band noise can be measured as a function of the sound pressure level of the
narrow-band noise. An example of the results of such measurements per-
formed by subjects with noise-induced hearing loss is shown in Fig. 16.33.
Part (a) shows the results for 500-Hz, part (b) those for 4-kHz centre fre-
quency. At the 500-Hz centre frequency, noise bandwidths were 85 and 786
Hz, and at 4-kHz centre frequency, bandwidths were 710 and 5900 Hz for
the narrow and broad-band noises, respectively. The cut-off frequencies were
centred geometrically around the centre frequency. The dots connected with
solid lines indicate the data produced by the hearing-impaired subjects. The
dotted line indicates results that are produced by the loudness-calculating
procedure (DIN 45 631) using third-octave-band analysis. Results produced
by normally hearing subjects (broken line) are in reasonably good agreement
with the calculated data.

At a centre frequency of 500 Hz, the results of hearing-impaired subjects
are also in close agreement with the calculated data. At 4-kHz centre fre-
quency, however, subjects with noise-induced hearing loss produce not only
higher thresholds, near 50 dB in this case, but they also do not show any
reasonable loudness summation. Predicted data, and those of normally hear-
ing subjects, show a loudness summation corresponding to values of up to
13 dB. Normally hearing subjects reach such values already 40 to 45 dB above
threshold in quiet, whereas listeners with noise-induced hearing loss show an
increment of only 1 to 2 dB at 40 dB above threshold in quiet, which is ac-
tually near 90 dB SPL. This means that in the frequency region of elevated
threshold in quiet, loudness summation is almost negligible for listeners with
noise-induced hearing loss.

This effect may have two reasons: decreased frequency selectivity as dis-
cussed in Sect. 16.2.2 for that kind of hearing loss at 4 kHz, or recruitment,
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which for such patients appears to be a relatively dominant effect. Recruit-
ment describes the effect in regions in which threshold in quiet is elevated
by an impairment to higher values (normally 30 to 60 dB), whereby loudness
increases much more quickly as a function of increasing level. For example,
40 dB above the elevated threshold, the loudness sensation of the hearing-
impaired listener is almost the same as the loudness sensation of normally
hearing subjects. This means that the loudness function, i.e. loudness as a
function of the level of a tone, is much steeper in such subjects than for
normally hearing subjects. Steep loudness functions in normally hearing sub-
jects are obtained at low levels, 5 dB to 25 dB above threshold in quiet. In
these low-level regions, loudness summation does not take place in normally
hearing subjects because of the steepness of the curve relating specific loud-
ness to excitation level. If the exponent is 1 instead of 0.25, such as at medium
and high levels, then intensity and loudness grow in the same way, i.e. no
loudness summation takes place. Therefore, the effect of recruitment may
also be the reason that loudness summation does not occur in listeners with
noise-induced hearing loss.

The effect of recruitment can be illustrated using the nonlinear-active-
feedback model of peripheral signal processing. The assumption is that noise-
induced hearing loss starts with the outer haircells being impaired, so that
they fail in what has been described as active processing. This seems to be a
reasonable assumption, although we may also have to consider impairment in
the inner haircells at more severe stages of hearing loss. With the outer hair-
cells’ activity switched off, i.e. the preprocessing model being totally passive,
the level at the characteristic place of the tone exciting the model rises in the
same way as the level that is put into the model. This effect is shown by the
45◦-line (solid) in Fig. 16.34a. With the outer haircells active, this relationship
changes drastically so that at lower levels of the input voltage, much higher
levels at the characteristic place are found. The difference may reach 40 dB

Fig. 16.34a, b. Level of excitation, LBM, at the characteristic place on the basi-
lar membrane shown in (a), as a function of input level fed to a model for the
active condition (nonlinear active feedback) and for the passive condition (feed-
back switched off). The corresponding behaviour using the data produced in the
active condition as the 45◦-reference line is plotted in (b) indicating the effect of
recruitment
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in the case shown. This enhanced relationship, shown as the dotted curve, is
normally expected. Hearing impairment has to be characterized in relation
to this dotted curve. If we use the dotted curve as the normal situation and
plot the effect of impaired outer haircells as the difference between the two
curves shown in part (a), we can plot the level at the characteristic place
for the active condition as the abscissa and the level at the characteristic
place in the passive condition as the ordinate. This is shown in Fig. 16.34b.
The dotted curve is now the 45◦-line, while the situation of impaired outer
haircells, i.e. passive model, is again indicated by the solid line. This function
is much steeper than the broken 45◦-line; it has an elevated threshold but
reaches the broken line at high levels. All these effects are typical of what is
called recruitment.

The effects described above assume ideal conditions. Actually, not all
outer haircells may be completely destroyed, giving only a small hearing loss.
In other cases not only the outer haircells but also the inner haircells may be
partially destroyed or impaired, so that effects additional to those described
above have to be considered. However, it is interesting to see that the loss of
outer haircells alone produces an effect that can describe, at least partly, the
effect of recruitment.

For practical purposes a Dynamic Loudness Model (DLM) was realised,
which predicts loudness perception not only for normal hearing, but also for
hearing impaired persons.

From Fig. 16.35 it becomes clear that the DLM is a typical Zwicker-
type loudness model with critical band filters, post masking, upward spread

Fig. 16.35. Block diagram of the Dynamic Loudness Model (DLM) for normal
hearing and hearing impaired persons
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Fig. 16.36. Loudness transformation for normal hearing persons (dashed) and a
person with 50 dB hearing loss and recruitment (solid)

of masking etc. When switching from a model for normal hearing persons
to hearing impaired persons, only the block “loudness transformation” is
exchanged.

Figure 16.36 illustrates the loudness transformation for normal hearing
persons and a person with 50 dB hearing loss and recruitment.

Results displayed in Fig. 16.36 indicate that for the hearing impaired
person, specific loudness shows a steep increase just above the threshold and
reaches almost normal values some 20 dB above threshold.

In order to show the potential of the DLM, in Fig. 16.37 subjective data
for loudness scaling of narrow band noise (circles) are compared to predictions
of the DLM (dotted curves). The upper part illustrates a loudness scaling of
persons with normal hearing, the lower part data for a person with presbya-
cusis.

From the data displayed in Fig. 16.37 it becomes clear that the person
with presbyacusis has almost normal hearing at 500 Hz but shows strong
recruitment at 2000 Hz and in particular at 4000 Hz. The DLM nicely predicts
the loudness scaling at all frequencies considered for both normal hearing and
hearing impairment.

16.2.7 Speech in Background-Noise

For persons with hearing deficits, speech intelligibility deteriorates substan-
tially in noisy environments. Therefore, speech-tests in noise are included in
the audiological test-battery to detect hearing deficits at an early stage. Fre-
quently a “speech-noise” according to CCITT Rec. G 227 which simulates
the average spectral distribution of speech is used as background noise for
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Fig. 16.37. Loudness scaling (circles) of narrow noise bands at 500 Hz, 1000 Hz,
2000 Hz, and 4000 Hz by normal hearing persons (upper panel) and a hearing
impaired person with presbyacusis (lower panel). Dotted curves illustrate the pre-
dictions by the Dynamic Loudness Model (DLM)

speech tests. However, an important feature of human speech, the temporal
structure is missing.

Therefore, a background noise for speech audiometry was developed sim-
ulating the average spectral and temporal envelope of speech. The features
of this background noise are illustrated in Fig. 16.38. The upper panels show
the spectral distribution and the loudness-time function of the CCITT speech
noise. The solid curve in the upper left panel shows the spectral weighting
with a maximum around 800 Hz in comparison to the average spectral en-
velope of speech for several different languages as described by Tarnoczy
(hatched). The loudness-time function displayed in the upper right panel
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Fig. 16.38a–d. Background noise for speech audiometry. (a) Spectral distribu-
tion of carrier signal. (b) Loudness-time function of stationary background noise
according to CCITT Rec. G 227. (c) Spectral distribution of modulating signal.
(d) Loudness-time function of time-varying background noise for speech audiome-
try (Fastl-noise); Track 47

illustrates that the CCITT speech noise is continuous with almost no tem-
poral fluctuation.

The lower left panel in Fig. 16.38 illustrates that the temporal envelope
fluctuation of fluent speech can be characterized by a band-pass with a maxi-
mum around 4 Hz. This holds true for many different languages like English,
French, German or Hungarian, Polish and even Chinese or Japanese. Gen-
erally speaking, at “normal” talking speed about four speech elements like
syllables in European languages or mora in Japanese are pronounced per
second. As outlined in Chap. 10, the band-pass of fluctuation strength cen-
tred at 4 Hz (Fig. 10.1) and the temporal envelope variation of fluent speech
also centred at 4 Hz illustrate the excellent correlation between speech and
hearing system.

When modulating the CCITT-noise displayed in the upper left panel of
Fig. 16.38 with the average temporal envelope of speech as illustrated in the
lower left panel, a time varying background noise for speech audiometry is
obtained. The loudness-time function of this background noise which was
named by our colleagues Fastl-noise, is shown in the lower right panel of
Fig. 16.38. The noise shows strong temporal variations with about four main
maxima per second.

With monosyllables as test material, speech intelligibility in noise was
measured for both, the stationary and the time-varying background noise
for different languages. In Fig. 16.39 results are given for German, Polish,
and Hungarian. Data for speech in the Fastl-noise are indicated by circles
and data for the CCITT-noise by squares. Open symbols represent data for
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Fig. 16.39. Intelligibility of monosyllables in background noise. Data for German,
Polish, and Hungarian. Circles: Fastl-noise. Squares: CCITT-noise. Open symbols:
Subjects with normal hearing ability. Filled symbols: Subjects with 40 dB hearing
loss at 4 kHz. Level of background noises: 65 dB

subjects with normal hearing, filled symbols for subjects with 40 dB hearing
loss at 4 kHz.

The results shown in Fig. 16.39 suggest that at a given signal to noise ratio
it is easier to correctly identify a monosyllable in the fluctuating noise than
in the continuous noise. This holds true for all languages investigated. For
50% correct score of subjects with normal hearing, the signal to noise ratio
has to be increased by about 7 dB when proceeding from the fluctuating
Fastl-noise to the continuous CCITT-noise. In comparison to subjects with
normal hearing, for the subjects with 40 dB hearing loss at 4 kHz signal to
noise ratio has to be improved by 7 dB for the Fastl-noise and by 4 dB for
the CCITT-noise.

Obviously, the subjects with hearing loss have more difficulty to un-
derstand monosyllables presented in “valleys” of the fluctuating noise (cf.
Fig. 16.38d). The “benefit” for the fluctuating noise of 7 dB for normal hear-
ing subjects shrinks to 3 dB for the subjects with 40 dB hearing loss at 4 kHz.
Since the reduction in performance of subjects with hearing loss versus sub-
jects with normal hearing is larger for the time-varying background noise, it
is recommended to use a fluctuating background when testing speech in noise
for subjects with hearing loss.

Speech in noise was also tested with 12 patients wearing an 8-channel-
cochlea-implant. Sentences were chosen as speech material which eases the
test. Again CCITT-noise and Fastl-noise were used as background. Fig-
ure 16.40 shows the results: open symbols illustrate data for subjects with nor-
mal hearing, filled symbols indicate data for patients with cochlea-implants.

For the subjects with normal hearing it is again much easier to understand
words of sentences in a time-varying background noise (circles) than in a
continuous background noise (squares). At a score of 50%, the advantage in
signal to noise ratio amounts to about 10 dB. In contrast, the patients with
cochlea-implants reach a 50% score at almost the same signal to noise ratio for
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Fig. 16.40. Intelligibility of sentences in background noise. Open symbols: subjects
with normal hearing. Filled symbols: patients with 8-channel-cochlea-implants. Cir-
cles: Fastl-noise. Squares: CCITT-noise. Speech-level 54 dB

both background noises. Even for the continuous background noise, cochlea-
implant patients need about 16 dB better signal to noise ratio than subjects
with normal hearing. The extremely large difference in signal to noise ratio
of about 26 dB between subjects with normal hearing and cochlea-implant
patients for speech in fluctuating noise indicates that temporal processing of
sound by these patients is not yet sufficiently understood.

16.2.8 Localisation with Hearing Instruments

For the restoration of the ability to localize sounds, hearing impaired persons
usually have to be fitted with two hearing instruments. Of particular inter-
est are cases in which one ear is rehabilitated with a cochlea implant and
the other ear with a conventional hearing aid. An example is illustrated in
Fig. 16.41.

The results displayed in the upper panel of Fig. 16.41 show for a CI at
the right ear (rhombs) or a hearing aid at the left ear (dots) severe deficits
in localisation ability. However, if both hearing systems, i.e. CI plus HA are
used, data displayed in the lower panel of Fig. 16.41 illustrate a remarkable
ability to localize sounds despite the fact that the right ear receives electrical
stimulation, but the left ear acoustical stimulation.

16.3 Hearing Aids

Hearing aids are most often used in noisy surroundings. Therefore, it is im-
portant to optimize the signal-to-noise ratio by using microphones or an
arrangement of microphones that show a strong directional gain. By chang-
ing the direction of the head, the signal-to-noise ratio of the sound of interest
can then be increased and speech intelligibility frequently improved.
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Fig. 16.41. Localisation of a person with hearing impairment when fitted either
with a cochlea implant CI or a conventional hearing aid HA (upper panel) compared
to a fitting with CI plus HA (lower panel)

Automatic gain control (AGC) is a technical device often used in hear-
ing aids. There exist different types of AGC-circuits that influence speech
intelligibility in different ways. The loudness-time functions that are avail-
able in loudness meters are sufficient to assess single-channel hearing aids
with AGC. Figure 16.42 indicates total loudness as a function of time for the
word “but”. The three parts indicate the loudness-time function for (a) the
situation without a hearing aid, (b) with a hearing aid that includes AGC
with a short recovery time and (c) with a hearing aid with a long recov-
ery time AGC. It becomes clear that the “t” at the end of “but” is almost
totally removed in condition (c). For multi-channel hearing aids, the assess-
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Fig. 16.42a–c. Loudness-time function recorded by a loudness meter and produced
by the spoken word “but” without hearing aid in (a); using hearing aids that include
AGC with short recovery time (b) and with long recovery time (c)

ment of AGC settings provided for each channel can be undertaken by using
a three-dimensional loudness versus critical-band rate versus time pattern.

In cases of hearing impairment that include a loss of frequency selectivity,
the hearing aid should include a device that extracts the most important
spectral features. Such features are, for example, the formants of vowels that
cannot be detected easily if the frequency selectivity of the hearing system is
markedly reduced. This can be achieved by using multi-channel devices with
additional networks that inhibit activity in channels of lower and unimpor-
tant levels, so that only the spectral peaks remain. An example of an 18-tone
complex with spectral maxima is shown in Fig. 16.43. Part (a) shows the
spectral composition of the input to the system. Part (b) shows the spec-
tral composition remaining as a consequence of the activity of the inhibition
matrix. The level differences among the tones lead the inhibition matrix to
produce a reduction of the level of the softer tones on both sides of the
peak-level tones at 0.7 and at 3 kHz. Speech processed this way sounds very
pronounced and sharp to normally hearing subjects. For hard-of-hearing lis-
teners with strongly reduced frequency selectivity, speech preprocessed this
way may be more easily understood.

Fig. 16.43a, b. The effect of inhibitory networks, indicated by the processing of
the incoming spectrum with two unpronounced peaks (a) into a spectrum with two
much sharper peaks (b)
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For deaf people hearing aids can not be used, but hearing protheses such as
cochlea implants or devices that stimulate the skin either by electrical current
or mechanical vibration have been developed. All these devices have special
advantages and disadvantages. The inhibition strategy, however, seems to be
useful in the sound preprocessing system used in these devices. The interested
reader is referred to the literature for details.

16.4 Broadcasting and Communication Systems

There is a strong tendency in developing broadcasting and communication
systems to use digital signal transmission. From this point of view, it becomes
important to reduce the information flow in a meaningful way. In this context
“meaningful” means that the reduction of information flow should be per-
formed in such a way that listeners are not able to hear a difference between
the directly transmitted audio signals and audio signals that are processed
for reduced information flow. This holds for music and speech. For speech,
however, only the criterion of intelligibility may be important; the reduction
of information flow can be much larger if only intelligibility is required.

In order to make the reduction of information flow inaudible, it is best
to use the characteristics of the human ear as an information receiver, and
reduce the information flow for those events that are already inaudible. The
effect of masking is a typical example. It can be introduced into the process-
ing system in such a way that those parts masked by loud sounds are not
transmitted to the receiver. Another strategy makes use of those important
features that are selected by our hearing system. Spectral pitch, for example,
plays an important role in characterizing music and speech. There are many
spectral pitches in musical sounds, some of which are very dominant, oth-
ers that are of less importance and still others that can almost be ignored.
The physical equivalent of spectral pitch percepts are “partial tones”, which
can be extracted by a hearing-equivalent spectrum analysis. Such analysis is
performed by a modified Fourier transformation which allows adjustment of
analysis parameters with regard to the frequency and temporal resolution of
the human ear. The second step is temporal smoothing in combination with a
threshold criterion during maximum detection that prevents side lobes from
being extracted as partial tones. The part-tone time pattern is the pattern
that can be processed in such a way that the reduction in information-flow
reduction is performed by transmitting all partial-tone events, by ignoring
those events with small pitch strength, or by transmitting only the most im-
portant events. It seems that speech and music can be well represented by the
time-varying frequencies and levels of the partial-tone versus time pattern.
The resynthesized signals are nearly indistinguishable from the originals if a
rate of 16 kbit per second is used. For speech with a bandwidth of 100 to
5200 Hz and a dynamic range of 60 dB, intelligibility reaches 96 to 99% for
a rate of 16 kbit per second, whereas a rate of 4 kbit per second reduces the
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Fig. 16.44a–c. Information-flow reduction established in the partial-tone versus
time pattern of the spoken word “electroacoustics”: complete information in (a);
16 kbit per second in (b); 4 kbit per second in (c)

intelligibility somewhat to values of 92 to 95%, measured by a rhymetest.
Running speech is completely understandable at such percentages of intelli-
gibility.

An example of the word “electroacoustics” is shown for three cases of
information-flow reduction in Fig. 16.44. Part (a) shows the complete infor-
mation, i.e. partial-tone frequencies as a function of time (abscissa). Part
(b) shows the effect of the reduction to 16 kbit per second, whereas part
(c) indicates the effect of further reduction to 4 kbit per second. The resyn-
thesized signal establishes that the word is clearly understandable, although
the reduction is quite dramatic. This example may only be a hint towards
the use of psychoacoustics in transmitting audio signals in broadcasting and
communication systems at strongly reduced bit rates.

On the other hand, when re-mastering classic program material, e.g.
recordings of the famous tenor Caruso, ultimate care has to be taken by
the Tonmeister not to “clean” the original too perfectly. Many music en-
thusiasts miss the “brilliance” of Caruso’s voice, if the hiss noise is removed
completely. In well controlled psychoacoustic experiments it could be shown
that, when adding soft white noise to music low-pass filtered at 8 kHz, experts
like sound engineers or professional musicians “hear” that the brilliance of
the music increases despite the fact that in both presentations with or with-
out soft background noise, the music contains only frequency components up
to 8 kHz. Presumably the experts infer that (non-existent) high-frequency
components of the music are masked by the added soft noise. On the other
hand, the experts preferred the version without noise although they felt that
in this version the music material lost its brilliance.
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16.5 Speech Recognition

The human hearing system is still, in every respect, by far the best speech
recognition system. Therefore, it is reasonable to simulate this system as much
as possible. Such a simulation should be based on available physiological and
psychoacoustical knowledge. In addition, linguistic and phonetic rules should
be introduced into the recognition procedure. The block diagram of a speech
recognition system based on cochlear preprocessing and psychoacoustics is
shown in Fig. 16.45. It contains the nonlinear peripheral preprocessing with
active feedback, followed by the extraction of basic auditory sensations out
of which complex auditory sensations such as virtual pitch or rhythm may
be created. All of these sensations are checked for dominant variations. The
speech recognition procedure also makes use of nonauditory information such
as linguistic and phonetic rules and finally produces a sequence of phonetic
items.

We know that our hearing system has the advantage of being able to
adapt to the special characteristics of each speaker, or to a certain frequency
response of the transmitting system or to some special room acoustics. As
yet, we do not know much about these adaptation processes. However, in
order to get a more precise recognition system, it is necessary to introduce
these capabilities into the recognition system. The dashed lines in Fig. 16.45
show possible feedback loops implementing such adaptation processes. The
numbers at the top of the figure indicate the bit rate at certain steps of
recognition.

Peripheral preprocessing, auditory sensations and dominant variations
have already been discussed in detail. The use of the hearing sensation
rhythm, in order to create borders for segmentation, is discussed as an exam-
ple of the application of psychoacoustics. Figure 13.2 illustrates clearly that
the subjectively perceived rhythm correlates strongly with the peak values
of the loudness-time function. This means that the loudness-time function
can be used for setting boundary lines between the single segments. The
rhythm corresponds closely to the syllables. However, a segmentation into

Fig. 16.45. Block diagram of a speech recognition system based on cochlear pre-
processing and psychoacoustics
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Fig. 16.46. Histogram of subjectively perceived intervals between neighbouring
events in different languages. The broad maximum near 300 ms indicates adaptation
of speech to the maximum fluctuation strength near a modulation frequency of
4 Hz

half syllables is also possible, because not only the maxima but also the min-
ima in the loudness-time function can be used.

The temporal intervals between the neighbouring events of the reproduced
rhythm have been measured for German, English, French and Japanese. A
histogram of all reproduced time intervals based on more than 10000 data
points is indicated in Fig. 16.46 with a bin width of 20 ms. All the intervals
are concentrated between 100 and 1000 ms. Almost 90% of the data points
are found between 200 and 600 ms, and the most frequent temporal interval
has a length of about 300 ms. This means that in running speech, about 2 to
5 events are perceived per second. These data correspond nicely to the max-
imum of the fluctuation strength measured as a function of the modulation
rate. The sequence of processing is evident if the loudness-time function is
considered to be the initial basic information. The maxima of this function
correlate with the perceived rhythm. The segmentation based on this strategy
leads either to syllables or half syllables if the minima in the loudness-time
function are used as well.

16.6 Musical Acoustics

It is clear that psychoacoustics plays an important role in musical acoustics.
There are many basic aspects of musical sounds that are correlated with the
sensations already discussed in psychoacoustics. For example, the preference
of many musicians for natural versus plastic heads of tympani is in line with
the observation that plastic heads produce smaller pitch strength and more
variance in the loudness of tones in different pitch regions. Further examples
may be the different pitch qualities of pure tones and complex sounds, per-
ception of duration, loudness and partially-masked loudness, sharpness as an
aspect of timbre, perception of sound impulses as events within the temporal
patterns leading to rhythm, roughness, and the equivalence of sensational
intervals. For this reason, it can be stated that most of this book’s contents
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Fig. 16.47. Concept of musical consonance

are also of interest in musical acoustics. At this point we can concentrate on
two aspects that have not been discussed so far: musical consonance and the
Gestalt principle.

Although there are different types of musical style, all musicians can dis-
tinguish between consonant and non-consonant sounds. It seems that this
musical consonance is based on two parts; one which comes from musical
acoustics and is related to harmony, the other coming from psychoacoustics,
called sensory consonance. Figure 16.47 illustrates the concept of musical
consonance in more detail. Harmony is based on three musical components.
Tonal affinity refers to relationship that sounds have, for example octave
equivalence or fifth- or fourth-similarity. The second contribution from mu-
sical acoustics is compatibility. This expression characterizes the effect that
in a tonal piece of music, tones can be replaced by other compatible tones
without seriously interfering with harmony. Compatibility may also be called
the phenomenon of reversibility of chords. Therefore, compatibility may also
be called tolerability or interchangeability. The third contribution from mu-
sical acoustics to harmony is the “root” – relationship of tones or sequences
of tones. This means that key notes are assigned to musical chords. Many
of these have the same musical root. Examples for this are the normal bass
symbols and the harmony denotation by letters and figures. The perception
of root is often ambiguous and the perception of chord roots has a “virtual”
character, in the sense that all that has to be produced is the perception of a
clearly distinct pitch, which is often a virtual pitch. These three components
form harmony, which may be defined more clearly by using this interrelation.

The other contribution to musical consonance is sensory consonance,
which is based on psychoacoustic sensations such as roughness, sharpness and
tonalness, here defined in contradistinction to noisiness. Sensory consonance
represents the general aspect of tonal pleasantness, i.e. a nonmusic-specific
aspect. Experience in music shows that roughness should be avoided if pleas-
antness is to be expected. Sharpness shows a similar effect and should be
kept small in order not to reduce pleasantness. Another item from psychoa-
coustics, the tonalness, describes the hearing-related characteristic of how
a sound differs from noise. Consequently, tonalness is the opposite of noisi-
ness. Tonalness of a sound is higher the more audible tonal components are
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available. This means that noise components should be as small as possi-
ble. Tonalness has a close relation to the spectral pitch patterns and can be
described quantitatively by them.

Loudness also influences pleasantness. However, this influence is not es-
sential enough as to warrant a detailed discussion here.

The Gestalt principle is very well known from vision. However, it also
seems to play an important role in musical acoustics. The concept of hier-
archical processing of categories assumes that Gestalt perception is entirely
dependent on controlled and categorized sensory representations. It also as-
sumes that perception is organized in hierarchical layers, in each of which one
and the same type of processing is established. It seems that the perception
of primary contours in vision has its equivalent in the auditory perception
of spectral pitches. It is interesting that spectral pitches are processed in a
relatively early stage of auditory processing. In vision, the contours lead to
what we call Gestalt. In music, it is the pitch that finally leads to Gestalt.
Thereby, spectral pitch plays the more important role whereas virtual pitches
are equivalent to “illusory” visual contours.

It is well known that string instruments usually produce slightly inhar-
monic spectra. The question is now whether this is a physical fact which can
not be avoided or whether the inharmonicity adds to the sound quality of
tones in a musical context. In order to address this question, experiments
were performed in which strictly harmonic spectra as well as slightly in-
harmonic spectra of the strings of an electric guitar were synthesized. The
temporal envelope of the simulated guitar sounds was chosen in accordance
with measurements on solid body guitars.

In particular for the lower strings of the guitar (E2, A2) the inharmonic
spectra produce audible beats. From the digitally synthesized material, six
short melodies were composed and presented to subjects in pairs. The sub-
jects had to answer the question whether they prefer the first or the second
realisation of a melody within a pair. Results of corresponding psychoacoustic
experiments are given in Figure 16.48.
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Fig. 16.48. Preference of short melodies when string sounds of an electric guitar
are realised with harmonic (unfilled columns) versus inharmonic (filled columns)
spectra; Track 48
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Table 16.4. Overview of the musical pieces chosen for the experiments

Sound Title Composer Artist

A Romanze E-moll F. Chopin Wilhelm Backhaus
B Scenes from Tiefland Eugen d’Albert Eugen d’Albert
C Partita B-Dur No.1 J.S. Bach Walter Gucking
D Preludes Claude Debussy Claude Debussy
E Fantasia c-moll W.A. Mozart Edwin Fischer
F Silhouette D-Dur Max Reger Max Reger

The results displayed in Fig. 16.48 suggest that irrespective of the melody
played, the realisation of the E-guitar sound by inharmonic spectra is slightly
preferred compared to a realisation with strictly harmonic spectra. This
means that the inharmonicity of strings is not a physically inevitable flaw,
but slightly inharmonic spectra are preferred in a musical context.

Another interesting question of sound quality in musical acoustics is put
forward by a (militant) group of music lovers in Germany, who maintains
that a grand piano when tuned to 432 Hz for a4 sounds much better than
when tuned to the present standard of 440 Hz. To address this question
with a Steinway-Welte-Reproduction-Grand of the Deutsches Museum, music
was reproduced and recorded on DAT-tape for both tunings. As listed in
Table 16.4, performances of famous artists could be realised by the Steinway-
Welte-Reproduction-Grand.

It is worthwhile to note that at the time of the registration of the music,
the tuning standard was around 432 Hz. Therefore, in the psychoacoustic
experiments, optimal conditions to check the hypothesis of the music lovers
were realized.

Figure 16.49 shows the results of listening experiments for subjects with
musical training.

Fig. 16.49. Ranking of sounds A through F for tuning of the Steinway-Welte-
Reproduction-Grand to 432 Hz (grey columns) or 440 Hz (black columns); Tracks
49–54
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The data displayed in Fig. 16.49 do not support the hypothesis that the
tuning to 432 Hz would be preferred. On the contrary, if any, a slight pref-
erence for 440 Hz – tuning shows up for sounds A, B, D, and E. Thus it
is very unlikely that the sound quality of a grand piano could be improved
significantly just by tuning it to a lower tuning standard.

16.7 Room Acoustics

Room acoustics uses mostly physical values. However, room acoustics should
also describe the conditions leading to good hearing in a room. Because hear-
ing characteristics are described by psychoacoustical data and values, it seems
reasonable to introduce these values into the description of room acoustics.
This often means that temporal and spectral effects should be described us-
ing total loudness as a function of time, or the three-dimensional distribution
of specific loudness versus critical-band rate pattern as a function of time. In
addition to that, other psychoacoustical values such as fluctuation strength,
partial masking or sharpness, can be used to describe the influence of room
acoustics on the characteristics of the sound at the place of a listener. A few
examples will illustrate these effects.

It is known that the level produced by a source of constant volume veloc-
ity produces a greater level in a room the larger the reverberation time. For
the listener, it is not so important that the average level increases; the incre-
ment of loudness is much more important. Figure 16.50 indicates the effect
of reverberation in rooms when the same speech power produces loudness-
time functions under three different conditions: (a) free-field condition, (b)
reverberation time of 0.6 s and (c) reverberation time of 2.5 s. Short periods
out of a 10-minute speech are shown in the left part of Fig. 16.50. The right

Fig. 16.50. Effect of reverberation time on loudness-time functions (left) and on
loudness distributions (right). Data are obtained in the free-field condition (a) and
in rooms with reverberation time of 0.6 (b) and 2.5 s (c), indicating the increase
in loudness with increasing reverberation
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part indicates the cumulative distributions resulting from the loudness-time
functions for the three room conditions. Using the loudness exceeded 10% of
the time as an indication of the perceived loudness, it can be expected that
speech is about 1.21 times louder in the room with 0.6-s reverberation and
about 1.78 times louder in the room with 2.5-s reverberation, in comparison
with the loudness produced in open-air free-field condition. The increment in
loudness is very helpful for the intelligibility of speech as long as the rever-
beration time does not produce temporal masking.

Speech belongs to the category of sounds that show very strong spectral
and temporal variations. Therefore, its total loudness and specific loudness
versus critical-band rate distribution depends strongly on time. The varia-
tion periodicities lead to the perception of fluctuation. In rooms with long
reverberation time, fluctuation strength may be reduced, although the source
is the same. Measurements of speech intelligibility and fluctuation strength
undertaken in rooms of different characteristics have indicated that speech
intelligibility in a room can be predicted using the psychoacoustical model of
fluctuation strength. Figure 16.51 compares subjective data with objective
data and reverberation time.

Fig. 16.51a–d. Rhyme-test score, fluctuation strength, RASTI-value and reverber-
ation time in rooms with different characteristics, in relation to subjective data of
acceptance expressed in scores between “excellent” and “insufficient”. The different
letters indicate different rooms
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Fig. 16.52a,b. “Christmas-tree” distribution, i.e. SPL as a function of time in
response to a short sound burst in a reverberant room (a). A more meaningful
correlate to subjective acoustical perception may be given with the corresponding
loudness-time function (b)

Distinct echos should be avoided in room acoustics. In order to indicate
these echos a so called “Christmas tree” distribution is often used. It shows
the temporal decay produced for a certain location of the listener in the
room, if a short noise burst is produced at the location of the speaker or the
orchestra. The decay is normally shown as a level-time function that indi-
cates the different echos. Instead of using the level as shown in Fig. 16.52
part (a), it may be more meaningful to use total loudness versus time func-
tions as shown in part (b). Although the decaying curve is more rounded
if loudness is used, the stronger echos are seen in the loudness function as
well. If the loudness of the echos is only a tenth of the initial value, the echos
may be ignored in speech perception. The loudness-time function outlined in
Fig. 16.52b indicates also that the initial peak in the level-time function does
not produce the highest peak in the loudness-time function. The echos and
reverberation contribute strongly to perceived loudness.
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Zwicker E.: Über die Schwelle des Ohrendruckes für verschiedene Schallereig-
nisse (On the threshold of the “ear pressure” for different sounds). Frequenz
13, 238–242 (1959)
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Zwicker E.: Mithörschwellen-Periodenmuster und Suppressions-Periodenmus-
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tivität des Gehörs (Influence of nonlinear effects on the frequency selectiv-
ity of the hearing system). Acustica 38, 67–71 (1977)
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Fastl H.: Über Tonhöhenempfindungen bei Rauschen (Pitch of noise). Acus-
tica 25, 350–354 (1971)

Fastl H.: Basic hearing sensations. In Auditory Worlds: Sensory Analysis and
Perception in Animals and Man, 251–258 (Wiley-VCH, Weinheim 2000)

Feldtkeller R.: Lautheit und Tonheit (Loudness and ratio pitch). Frequenz
17, 207–212 (1963)

Hesse A.: Beschreibung der Pegelabhängigkeit der Spektraltonhöne von Si-
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(Zwicker-tones for line-spectra with spectral enhancement). In Fortschritte
der Akustik, DAGA ’94, 1009–1012 (DPG, Bad Honnef 1994)

Krump G.: Ein Funktionsschema zur Bestimmung der Tonhöhe des Zwicker-
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Zwicker E.: Über psychologische und methodische Grundlagen der Lautheit

(Psychological and methodical basis of loudness). Acustica 8, 237–258
(1958)

Zwicker E.: Ein graphisches Verfahren zur Bestimmung der Lautstärke und
der Lautheit aus dem Terzpegeldiagramm (A graphic procedure for the de-
termination of loudness level and loudness form 1/3 octave band spectra).
Frequenz 13, 234–238 (1959)

Zwicker E.: Lautstärke und Lautheit (Loudness level and loudness). In Proc.
3rd ICA Stuttgart, 63–78 (1959)

Zwicker E.: Ein Verfahren zur Berechnung der Lautstärke (A procedure for
calculating loudness). Acustica 10, 304–308 (1960)
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Schütte H.: Subjektiv gleichmäßiger Rhythmus: Ein Beitrag zur zeitlichen
Wahrnehmung von Schallereignissen (Subjectively uniform rhythm: A con-
tribution to temporal perception of sound events). Acustica 41, 197–206
(1978)

Terhardt E., W. Aures: Wahrnehmbarkeit der periodiscben Wiederholung
von Rauschsignalen (The audibility of periodic repetitions of noise signals).
In Fortschritte der Akustik, DAGA ’84, 769–772 (DPG, Bad Honnef 1984)
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cubic difference tone and the excitation of our hearing system). Acustica
20, 206–209 (1968)

Zwicker E.: Different behaviour of quadratic and cubic difference tones. Hear-
ing Res. 1, 283–292 (1979)

Zwicker E.: Zur Nichlinearität ungerader Ordnung des Gehörs (On the odd-
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Frequenz des Testschalls und vom Pegel des verdeckenden Schalles (The
dependence of diotic and dichotic masked thresholds as a function of fre-
quency of test sound and as a function of level of masking sound). Acustica
17, 345–356 (1966)

Schenkel K.D.: Accumulation theory of binaural-masked thresholds. J.
Acoust. Soc. Am. 41, 20–31 (1967)

Schenkel K.D.: Die beidohrigen Mithörschwellen von Impulsen (Diotic and
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misionen anhand der Lautheit von Einzelereignissen (Prediction of global
loudness of noise immissions on the basis of the loudness of single events).
In Fortschritte der Akustik DAGA ’98, 478–479 (Dt. Gesell. für Akustik e.
V., Oldenburg 1998)

Peschel U., H. Fastl: Subjektive Beurteilung der Lärmimmission landender
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Straßenverkehrslärm (Correlations of physical measurements and results
from questionnaires for road-traffic noise). In Fortschritte der Akustik,
DAGA ’92, 369–372 (DPG, Bad Honnef 1992)

Sound Quality

Fastl H.: Hearing sensations and noise quality evaluation. J. Acoust. Soc.
Am. 87, 134 (1990)
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(A multichannel inhibition network for speech transmission). In
Fortschritte der Akustik, DAGA ’89, 191–194 (DPG, Bad Honnef 1989)

Chalupper J.: Aural Exciter and Loudness Maximizer: What’s psychoa-
coustic about “psychoacoustic processors”? In Proc. 109th AES Conven-
tion, Preprint 5208 (2000)
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höreigenschaften (Bit-rate reduction of speech in consideration of charac-
teristics of the hearing system). NTZ-Archiv 9, 327–333 (1987)
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Terhardt E.: Aspekte und Möglichkeiten der gehörbezogenen Schallanalyse
und -bewertung (Aspects and possibilities of the hearing equivalent sound
analysis und evaluation). In Fortschritte der Akustik, DAGA ’81, 99–110
(VDE, Berlin 1981)
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ed. by H. Frank, 7. Aufl., 165–176 (Umschau, Frankfurt 1970)

Zwicker E.: A program for automatic speech recognition. In Pattern Recog-
nition in Biological and Technical Systems, 350–356 (Springer, Berlin, Hei-
delberg 1971)
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Eustachian tube 25
Even order distortions 279
Evoking impulses 40, 44
Evoking short burst 42
Evoking tone burst 48
Exchange of information 60
Excitation 149, 164, 169, 184, 222
Excitation at threshold in quiet 224
Excitation level 107, 164, 166, 168,

170, 173, 195, 221, 224, 228
Excitation level increment 197
Excitation level variation 194
Excitation patterns 115, 169, 251, 261
Excitation slopes 103
Excitation-level change 196
Excitation-level distribution 228
Excitation-time patterns 173
Existence region of virtual pitch 120,

140
Experienced subjects 68
Experimenter 10
Exponent of specific loudness 233
Exponent of the loudness function

206
Exponent of the power law 206
Exponential decay 83
Exposure 18
Extreme frequency value 91

Faint pitch 129
Faint sounds 226
Fastl-noise 354
Feedback 10, 50, 54

Feedback loop 34, 54, 58, 109

Feedback system 34
Feedback with lateral coupling 50
Fibres 58

Figure-ground relation 142
Filter bank 237, 319
Filter slope 143

Filtered noise 125
Final step size 10
First moment 242

First spectral peak 128, 141, 142
First synapses 23, 109
First wave front 311

Five-tone complex 73
Flanking noises 154
Flat spectra 129

Flattening of the temporal pattern 91
Flexible tube 35

Fluctuating noise 355
Fluctuation 172
Fluctuation of noises 107

Fluctuation strength 173, 247, 250,
252, 255, 273, 327, 362, 366

Fluent speech 248, 272, 354
Flute 71
FM 102, 155

FM period 102
FM SIN 247
FM tone 3, 250, 252

Footplate 25
Forced-choice procedure 9
Formants 173

Fortissimo 18
Forward masking 62
Four maskers 104

Fourier transformation 359
Fourier-Time-Transform FTT 330
Free field 235

Free field equivalent frequency response
8

Free field equivalent sound pressure
level 8

Free sound field 23
Free-field condition 18, 78, 205, 226,

366
Free-field equalizer 8, 279
Frequency changes 198

Frequency characteristic 8
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Frequency deviation 89, 102, 147, 250
Frequency difference 119
Frequency distance 54
Frequency gaps 153
Frequency increment 159
Frequency pitch 114
Frequency range 67
Frequency resolution 31, 184, 261
Frequency response 5, 53
Frequency response of earphones 8
Frequency scale 162, 186
Frequency selectivity 29, 30
Frequency-independent density level

149
Frequency-modulated pure-tone masker

102
Frequency-modulated tone 86, 247
Frequency-place transformation 38,

51
Frozen-noise 298
Frozen-noise masker 300
Fundamental 183
Fundamental frequency 70–72
Fundamental tone 71

Gap duration 147
Gated broad-band noise 146, 231
Gated tones 4
Gaussian distribution 3
Gaussian distribution of amplitudes

178
Gaussian envelope 44
Gaussian impulse 83
Gaussian noise 5, 102
Gaussian-DC impulse 4
Gaussian-shaped envelope 4, 35
Gaussian-shaped gating signal 97
Gaussian-shaped rise and fall times

80, 97
Gaussian-shaped tone burst 4, 80
Geometric mean 14
Gestalt principle 363
Gestalt recognition phenomenon 123
grand piano 365, 366
Graphical procedure 233
Grass trimmers 322

Haircells 26, 28, 59
Half of the loudness 216

Half pitch 111, 112
Half syllables 361
Halving 111, 205
Hammer 25
Hardware model 51, 52, 55, 287
Harmonic complex tone 119
Harmonic components 183
Harmonic number 123
Harmonic partials 71
Harmonics 71, 277
Harmony 363
Hearing aid 339, 357
Hearing area 17, 142
Hearing cancellation 48, 50
Hearing capability 39
Hearing impairment 334
Hearing loss 18, 334, 335
Hearing organ 11
Hearing sensations 1, 158
Hearing sensitivity 22, 24
Hearing system 23, 60
Hearing-impaired listener 336, 345
Heart beats 166
Helicotrema 26, 30, 160, 163
Hierarchical processing 364
High-frequency slope 53, 69
High-frequency sounds 240
High-pass filter 66
High-pass filtering 121
High-pass noise 62, 66, 214, 242
Higher centres 51, 60
Higher harmonics 71
Higher modulation frequency 84
Higher neural levels 59
Higher pitch 113
Hiss noise 360
Homogeneously distributed elements

56
Human hearing system 35, 223
Hydromechanics 55
Hydromechanics of the inner ear 51
Hypothetical critical-band filters 162

Ideal quadratic distortion 278
Identification of sound source 317,

330, 333
Impaired frequency selectivity 339
Impedance matching 25
Impulse duration 147
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Impulse response 230
Impulsive 72
In-phase presentation 312
in-phase 58
Incoherent sounds 106
Incomplete complex tone 119
Incomplete harmonic tones 121
Incomplete inharmonic complex tone

122
Incomplete set of basic features 123
Incomplete temporal integration 230
Increase in threshold level 80
Increment in masked threshold 63
Increment of loudness 225
Increment of loudness level 225
Increment of masker level 69
Incus 25
Individual differences 68
Industrial noise 324
Inferior colliculus 60
Influence of a0 226
Information processing in the human

hearing system 50, 79, 231
Inharmonic complex tone 121
inharmonic spectra 364, 365
Inhibition matrix 358
Inhibition strategy 359
Inner ear 24–26, 162, 163, 281, 334
Inner haircell 26–28, 52, 59, 184, 334
Inner tunnel 26
Instantaneous cutoff frequencies 146
Instantaneous frequency 86, 188, 191
Instantaneous loudness 323
Instantaneous phase 59
Instrumental sounds 71
Integer multiples of the fundamental

frequency 119, 121
Integral of specific loudness 221
Integrated Gaussian impulse 96
Integration time 230
Intelligibility of speech 357, 367
Intensity addition 103
Intensity density 166
Intensity sensations 175, 203
Interaural delay 59, 294, 306
Interaural delay filter 302
Interaural level differences 303
Interaural phase 295

Interaural time delay 294
Interaural time shifts 308
Interindividual differences 14
Intermediate values 173
Internal activity 166
Internal noise 108, 166, 224
Internal noise floor 224
Internal stimulus 74
Interpolated loudness level 209
Interquartile 14
Intraindividual differences 14
Inverse frequency scale 69
Inversion 309
Inverted curve 74
Inverted S-shape 285
Ion-exchange pump 26
Ipsilateral masker 295
Irregularities 55, 56
ISO 315
ISO 362 329
ISO 532B 234, 315

JND 304
JNDAM 251
JNDF 186
JNDFM 251
JNDL 182, 202, 303
JNDs 304, 307
JNVs 182
Just-noticeable amplitude modulation

180
Just-noticeable amplitude variations

175
Just-noticeable changes 192, 194
Just-noticeable changes in amplitude

175
Just-noticeable changes in frequency

180
Just-noticeable changes in intensity

175
Just-noticeable degree of amplitude

modulation 176, 177, 197
Just-noticeable degree of modulation

177, 196
Just-noticeable difference in level 180
Just-noticeable differences 181, 202
Just-noticeable differences in amplitude

202
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Just-noticeable differences in Cut-off
frequency 186

Just-noticeable differences in frequency
186, 201

Just-noticeable differences in level 180
Just-noticeable differences in loudness

202
Just-noticeable excitation level

increment 184
Just-noticeable frequency deviations

192
Just-noticeable frequency differences

180
Just-noticeable frequency modulation

180
Just-noticeable increment in excitation

level 199
Just-noticeable increment in frequency

198
Just-noticeable interaural delay 293
Just-noticeable level differences 175
Just-noticeable level variations 175
Just-noticeable modulation of the

Cut-off frequency 186
Just-noticeable phase changes 188
Just-noticeable phase differences 188
Just-noticeable relative frequency

difference 186
Just-noticeable relative intensity

increment 107
Just-noticeable sound changes 175
Just-noticeable sound variations 107
Just-noticeable steps in frequency 184
Just-noticeable variations 106, 175,

194, 202
Just-noticeable variations in frequency

182
Just-audible modulation 178
Just-audible test-tone burst 93
Just-detectable degree of modulation

155
Just-detectable modulation index 155

Key notes 363

Lüscher/Zwislocki test 340
Large-amplitude wavelets 290
Largest pitch strength 124
Lateral coupling 50

Lateral displacement 308

Lateral feedback coupling 55
Lateral symmetrical coupling 29
Lateralization 308, 310

Law of the first wave front 311
Leakage towards neighbouring filters

234
Leq 324
Leisure noise 323, 324

Length of the basilar membrane 159
Level change 306
Level dependence 50

Level dependence of the upper slope
195

Level dependent frequency selectivity
50

Level differences 59, 91, 114, 176
Level discrimination 340
Level increase 366

Level increment 235
Level minima 362
Level of the unmodulated tone 213

Level per tone 151
Level ratio 25

Level responses 54
Level thermometer 316
Level variations 180

Level-place pattern 287
Limit of damage risk 18
Line spectra 3, 130, 135

Line-length 323
Linear amplifier 53
Linear behaviour 63

Linear circuits 45, 51
Linear hydromechanic system 33
Linear passive system 28, 287

Linear scales 163, 227
Linear superposition 43
Linear system 31, 39

Living room 6, 191
Localization 157, 293, 308, 310
Localization blur 309

Location 59, 309
Logarithmic frequency scale 75
Logarithmic threshold factor 194, 200

Logarithmic transmission factor a0

225

Long delay 58
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Long term spectrum 3, 129

Loud music 18, 21

Loudness 138, 201, 203, 206, 209, 211,
215, 218, 220, 222, 225, 230, 235,
241, 245

Loudness calculation procedure 234

Loudness comparisons 203, 210, 219

Loudness distribution 222, 227

Loudness function 205, 207, 209, 317,
350

Loudness level 114, 203, 207, 208, 212,
217, 230, 235

Loudness measurement 157, 317

Loudness memory 201

Loudness meter 233, 237, 264, 272,
275, 316, 319, 320

Loudness model 223

Loudness of broad-band noise 157

Loudness of noises 210

Loudness of single tone bursts 216

Loudness of speech 319

Loudness of two tones 212

Loudness of uniform-exciting noise
224

Loudness on the slopes 220

Loudness pattern 222, 228, 233, 236,
316

Loudness rating 331, 333

Loudness ratios 321

Loudness sensation 211, 214

Loudness summation 226, 348

Loudness thermometer 316

Loudness-time function 264, 272, 319,
323, 357, 366, 368

Loudspeaker presentation 6

Loudspeakers 5, 6

Low modulation frequency 86

Low pitch 120

Low-frequency masker 48

Low-frequency microphone 35

Low-frequency side 72, 74

Low-frequency slope 92

Low-frequency tone 38, 58

Low-pass characteristic 255

Low-pass filter 66, 230

Low-pass noise 66, 125, 142, 198

Low-pass shape 53

Lower centres of the brain 59

Lower components 120
Lower Cut-off frequency 241
Lower edge of the gap 133
Lower pitch 113
Lower primary 49, 279, 283
Lower sideband 141
Lower slope 197
Lower slopes of pulsation patterns

101
Lowest spectral component 121

Machinery noise 235
Magnitude estimation 9, 135, 203,

243, 320
Magnitude production 9
Main excitation 104, 107, 165, 170,

176, 195, 200, 222, 263
Main excitation level 107, 166
Main specific loudness 222, 233
Malleus 25
Masked loudness function 214
Masked threshold 44, 61, 74, 166, 199,

214, 228
Masked threshold increment 104
Masked threshold pattern 108
Masker burst 81
Masker frequency 75
Masker M2 105
Masker tone 68
Masker’s extreme positions 88
Masker’s on-time 84
Masker’s sound pressure 93
Maskers with very low frequency 93
Masking 58, 61, 107
Masking at higher levels 87
Masking characteristic 69
Masking curve 73
Masking depth 254
Masking effect 48, 71
Masking index 107, 166, 171, 200
Masking noise 299
Masking pattern 74, 84, 87, 89, 100,

116, 134, 143, 199
Masking patterns for narrow-band

noise 99
Masking patterns of pure tones 99
Masking-period pattern 48, 51, 58, 93,

95, 170
Matching pitch 119
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Matching tone 119, 122, 126

Maximum loudness 320

Maximum of the masked threshold 64

Measurement time 10

Mechanical oscillations 26

Medial geniculate 60

Median 14

Median plane 310

Mel 112, 164

Menière’s disease 340

Method of adjustment 8, 208, 266

Method of cancellation 48, 278

Method of constant stimuli 111, 209,
267

Method of tracking 9, 74, 336

Methods 8

Middle ear 24, 51, 166, 281, 334

Middle ear ossicles 25

Minima of threshold in quiet 46

Minimal excitation level 102

Minimal frequency distance 45

Minimum spectral gap 131

Mirror image 48

Mixed spectral and temporal masking
102

M0S0 298, 304

Model of BMLDs 302

Model of fluctuation strength 253, 367

Model of just-noticeable changes 194

Model of just-noticeable differences
201

Model of just-noticeable slow sound
variations 195

Model of just-noticeable variations
194

Model of loudness 220, 232

Model of non-simultaneous masking
108

Model of peripheral preprocessing 50

Model of rhythm 275

Model of roughness 261

Model of sensory pleasantness 245

Model of sharpness 241

Model of spectral pitch 116

Model of subjective duration 268

Model of virtual pitch 123

Models of masking 106, 108

Models of nonlinear distortions 286

Modulation depth 248, 251, 254
Modulation factor 248
Modulation frequency 3, 84, 91, 129,

140, 177, 185, 247, 254, 257, 258
Modulation index 3, 155
Modulation of the Cut-off frequency

186
Modulation period 102
Moment 242
Monaural listening 311
Monaural loudness 311
Monaural presentation 295, 312
Monosyllables 355
Mora 353
Morse key 272
Most sensitive area 204
Multi-channel devices 357
Music 18, 71, 78, 216, 268, 271, 274,

359
Musical acoustics 361
Musical consonance 362
Musical instruments 70, 118
Musical notation 273
musical sound 317
Musically trained subjects 111

N0S0 296
Narrow frequency bands 149
Narrow gaps 141
Narrow noise bands 251
Narrow peak spacing 140
Narrow spectral valleys 141
Narrow-band maskers 73, 82, 92, 105,

300
Narrow-band noise 4, 62, 66, 72, 133,

205, 220, 221, 240, 251
Narrow-band sounds 115, 233
Near-miss of Weber’s law 70
Negative acoustic afterimage 130
Negative pitch shift 116
Neighbouring emissions 37
Neighbouring minima 54
Neighbouring sections 53
Neighbouring spontaneous emissions

45, 54
Nerve fibres 58
Nervous system 58
Neural connection 28
Neural excitation 230
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Neural information 109

Neurophysiological tuning curves 38,
77

Noise abatement 233, 315

Noise density level 152

Noise emissions 319, 322

Noise emissions by printers 320

Noise floor 49

Noise immissions 323

Noise maskers 66, 68, 92, 101

Noise power density 1

Noise quality 129

Noise signals 5

Noise versus tone quality 245

Noise-induced hearing loss 339, 343,
348

Noisiness 321, 363

Noisy environments 350

Noisy surroundings 193

Nomogram 235

Non-random phase conditions 70

Non-sinusoidal temporal functions 77

Non-Gaussian amplitude distribution
102

Non-random phase conditions 74

Non-simultaneous masking 79, 107,
109, 297

Non-sinusoidal temporal functions 96

Nonacoustic influences 245

Nonlinear active feedback loop 109

Nonlinear active system with feedback
32, 35

Nonlinear amplifiers 50

Nonlinear components 74

Nonlinear distortion products 278

Nonlinear distortions 5, 67, 277, 281

Nonlinear effects 50, 65, 83

Nonlinear feedback loops 51, 286

Nonlinear level dependence 86

Nonlinear networks 50

Nonlinear peripheral processing 361

Nonlinear preprocessing model 286

Nonlinear rise of the upper slope 65

Nonlinear spectral spread 237

Nonlinear temporal decay of specific
loudness 237

Nonlinear transfer function 109

Nonlinear transmission system 277

Nonlinear-active-feedback model 350
Nonlinearities 53, 101, 169, 277
Nonlinearities of our hearing system

194
Normal hearing 20
Normal hearing subjects 339
Normalized classic masking patterns

75
Notation 269
Noticeable increment in frequency

160
N0S0 294
Nucleus of the lateral lemniscus 60
Number of frequency steps 163
Number of reversals 10
Number of spectral peaks 141
Number of test tones 150
Number of trials 10

Object loudness level 208
Object sound 208
Octave 184
Octave ambiguities 123, 129
Octave equivalence 363
Octave ratio 115
Odd order distortions 282
Omnidirectional receiver 204
One interval-two alternative forced-

choice procedure 9
One step in frequency 184
Open ear canal 166
Open pipe 24
Optimum stimulus pattern 99
Organ of Corti 25, 27, 33, 51, 59
Oscillation-to-spike-rate transformation

51
Otoacoustic emissions 33, 35, 334
Outer ear 23, 50, 166
Outer ear canal 24, 49, 166, 199
Outer haircells 28, 33, 51, 58, 350
Oval window 25, 28, 30, 160, 162
Overall bandwidth 155
Overall critical-band-rate distance

190
Overall level 83
Overall loudness 323
Overall sound pressure level 151, 157
Overall spectral envelope 241
Overexposure 18
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Overmodulated amplitude modulation
188

Overshoot effect 82

Pa 1
Part-tone time pattern 359
Partial area 235
Partial loudnesses 235
Partial masked loudness curve 214
Partial masking 61, 114, 192, 202, 214,

219
Partial-masking sounds 116, 145
Partial-masking tone 115
Partially masked conditions 214
Partially masked test tones 146
Partially masking high-pass noise 216
Partials 71
PASCAL 1
Passive model 351
Pattern of specific loudness 228
Pause 84, 266
Peak clipping 5
Peak level 92
Peak of masked threshold 69
Peak of the temporal masking pattern

87
Peak shifts 53
Peak value of the sound pressure 212
Peak values 54
Peaked ripple noise 128, 141
Perceived difference 10
Perceived loudness 232
Perceived rhythm 272
Percentile loudness 319, 320, 323, 324
Perilymph 26
Period 86
Period histograms 93
Period of the masker 93
Period of the modulation 86
Period of the suppressor 47
Periodical amplitude modulations 179
Periodical changes 93
Periodical low-frequency maskers 96
Peripheral hearing system 33
Peripheral preprocessing 23
Peripheral system 23
Permanent threshold shift 18
Phase 155
Phase changes 102

Phase characteristics 191, 290
Phase difference 189, 313
Phase distortions 191
Phase effects 158
Phase jumps 284
Phase lag 54
Phase patterns 290
Phase response 40, 54
Phase sensitivity 102
Phase shift 96, 294
Phase synchronization 59
Phase-place responses 54
Phon 159, 203, 207
Phonetic rules 361
Physical duration 265, 274
Physical magnitudes 11
Physical parameters 245
Physiological studies 31
Pianissimo 18
Piezo-electric-horn 5
Pillar cells 26
Pink noise 62, 214
Pitch 111, 201
Pitch doubling 182
Pitch function 182
Pitch matches 119, 122, 126, 128, 134
Pitch memory 201
Pitch of a pure tone 114
Pitch of complex tones 119
Pitch of low-pass noise 144
Pitch of noise 125
Pitch of pure tones 111, 116
Pitch sensation 125, 127, 128, 182
Pitch shift 114, 116, 118, 145
Pitch shift due to level 118
Pitch shift of a complex tone 120
Pitch strength 111, 125, 129, 135, 136,

140, 141, 143, 146, 201, 362
Pitch strength of low-pass noise 146
Pitch strength of noise bands 139
Pitch strength of pure tones 135, 145
Pitch units 116, 123
Place of maximal stimulation along the

basilar membrane 158
Place principle 29
Place response 53
Plane sound field 204
Plane travelling waves 1
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Pleasantness 327
Plosive consonant 78
Plosives 172, 232, 269
Positive pitch shift 116
Post-masked threshold 106
Post-stimulus masking 62
Post-stimulus suppression 55
Postmasking 62, 69, 72, 78, 79, 82, 84,

88, 89, 93, 108, 109, 172, 229, 232,
268, 297, 341

Postmasking effects 109
Power law 206, 222, 225, 258
Power-law relationship 210
Pre-stimulus masking 61
Premasking 61, 78, 82, 85, 89, 108,

229, 268, 297
Preprocessing of sound 23
Presbyacusis 340
presbyacusis 352
Presentation of sounds 5
Pressure receiver 25
Primaries 49, 277, 282
Primary cortex 60
privacy 326, 327
Probability 5, 12
Probability function 4
Probe microphone 39, 166, 199
Procedures 1, 9
Processing of loudness 229
Product of intensity and duration 108
Program material 360
Prominent pitch 119
Psychoacoustic annoyance 327
Psychoacoustical equivalent 93
Psychoacoustical model for simultane-

ous masking 106
Psychoacoustical tuning curve 31, 53,

74, 77, 336
Psychoacoustics 60
Psychometric functions 9
Psychophysical magnitudes 11
Pulsation patterns 97, 98, 101
Pulsation-threshold method 278
Pulsation-threshold technique 98
Pure tone 67, 71, 74, 130, 134, 142, 178

QFM 213
Quadratic combination tones 277
Quadratic difference tone 279

Quadratic nonlinear distortion 277
Quadrature addition 306
Quasi-frequency modulated tone 155
Quasi-frequency modulation 188, 213

Railway bonus 325
Railway noise 322, 324
Random phase 102
Rarefaction 94
Rarefaction maximum 48
RASTI 367
Ratio of impulse-to-gap duration 147
Ratio of sensation 13
Ratio pitch 111, 113, 159, 163
Re-mastering 360
Real ears 8
Receptor potential 33
Recognition procedure 361
Recruitment V, 214, 348, 350
recruitment 352
Rectangularly amplitude-modulated

white noise 107
Rectangularly modulated noise 343
Rectangularly-gated broad-band noise

147
Reduced information flow 359
Reduction of audible fluctuations 106
Reference for loudness sensation 205
Reference frequency 112
Reference phase 190
Reference point 112, 206, 209, 239
Reference value 1, 165
Reflected sound 311
Reflections 25
Region of beats 68
Regular cubic distortion 278, 282, 285
Regular nonlinearities 50
Regular quadratic distortion 278, 281
Reissner’s membrane 25, 28
Relative amplitude 41
Relative bandwidth 158
Relative change in intensity 223
Relative change in loudness 223
Relative frequency difference 119
Relative increment of specific loudness

109
Relative pitch strength 135, 137, 138,

142, 145
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Relative pitch strength of low-pass
noise 143

Relative sensory pleasantness 246
Repeated random sequences of pulses

92
Repetition noise 92
Repetition rate 79, 81, 147, 218
Reproducibility 20, 82
Residue pitch 120
Residue tone 122
Resonances of the room 8
Response of the transducer 158
Resynthesized signals 359
Reverberation 366
Reverberation of the room 78
Reverberation room 190
Reverberation time 366
Reversibility of chords 363
Rhyme test 367
Rhythm 269, 272, 361
Rhythmic event 275
Rippled noise 128
RMS value 5, 42
Road-traffic noise 323
Room acoustics 311, 366
Root-relationship 363
Roughness 99, 243, 245, 257, 260, 263,

327, 362
Round window 25
Running speech 362

Same pitch 114, 135
Saturating nonlinearity 58, 287
Saturation 33, 41, 58, 109
Sawtooth like shape 122
Scala media 25, 28
Scala tympani 25
Scala vestibuli 25
Scales of pitch-related sensations 163
Scanning mechanism 124
Second derivative 58, 96
Second harmonic 120
Second masker 103, 106
Second maximum 95
Segmentation 361
Self-modulation 199
Self-oscillation 34
Semi-tone 183
Sensation 60

Sensation level 78

Sensation magnitude 11

Sensation of melodies 112

Sensations 11

Sensations of position 182

Sensitive microphone 35

Sensitivity for frequency variations
198

Sensory cells 23, 25, 26, 31, 59

Sensory consonance 363

Sensory pleasantness 239, 243, 245

SEOAE 39, 54

Separate spectral pitches 123

Shallow upper slope 89

Sharp spectral peaks 142

Sharpness 239, 241, 243, 245, 327, 362

Shearing force 33

Short masker 108

Short sound impulses 40

Short term spectrum 3, 129

Short test-tone bursts 86

Short-term memory 254

Short-time spectrum 175

Side lines 3

Sidebands 155, 185

Signal-to-masker ratio 307

Signal-to-noise ratio 35, 307, 312, 345,
355, 356

Simplified tuning curve 336

Simultaneous high-pass noise 196

Simultaneous masking 51, 61, 78, 81,
84, 106, 109, 229

Simultaneous presentation 296

Simultaneously evoked otoacoustic
emissions 35, 39, 45, 55

Single masker tone 73

Single-channel hearing aid 357

Sinusoidal frequency modulation 86,
183

Sinusoidal oscillation 2

Sinusoidally amplitude-modulated
masker 253

Sinusoidally frequency-modulated
puretone 86

SISI test 340

Slope excitation 108, 166, 170, 178,
195, 200, 222

Slope of masked threshold 168
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Slope of masking 86

Slope of the masking pattern 134, 143

Slope towards lower frequencies 72

Slope-specific loudnesses 222

Slopes of the excitation 104, 166, 178,
222

SOAE 35, 37, 40

Solid body guitar 364

Sone 205, 207, 209, 217, 220, 222, 224

Sone/Bark 221

Sound absorbing room 190

Sound changes 175

Sound colouration 142

Sound engineering 329

Sound engineers 360

Sound field 23

Sound impulse 61

Sound intensity 1, 17, 151, 205

Sound intensity level 1, 18, 205

Sound localization 59

Sound pressure 1, 11, 17

Sound pressure addition 103

Sound pressure level 1, 11, 17, 138,
248, 260

Sound quality 327

Sound transmitter 35

Sound waves 5

Sounds separated by pauses 146

Source location 59

specific loudness 108, 201, 222, 224,
226, 228, 231, 233, 237, 256, 263,
276

specific loudness versus time pattern
108

specific-loudness function 228

specific-loudness pattern 228

Spectra of the delayed evoked emissions
46

Spectral and temporal features 106

Spectral characteristics 1

Spectral components 123

Spectral configurations 102

Spectral content 82, 239

Spectral density 62, 210

Spectral distributions 93, 136

Spectral domain 2

Spectral edges 127

Spectral effects 208, 237

Spectral enhancements 133

Spectral envelope 239

Spectral gap 130, 131

Spectral integration 237

Spectral modulation depth 141

Spectral peaks 128

Spectral pitch 116, 123, 129, 359, 364

Spectral pitch patterns 364

Spectral slope 125

Spectral summation 228, 232

Spectral weighting 123

Spectral width 91

Spectrally partial masked loudness
214

Spectrum analysis 359

Speech 18, 78, 216, 271, 358

Speech analysis 269

Speech audiometry 353

Speech discrimination 341

Speech in background-noise 352

Speech in noise 355

Speech intelligibility 327, 352, 356,
367

Speech noise 319, 352

Speech perception 269

Speech power 61

Speech recognition system 361

Speech sound 61, 172

Spiral limbus 26

Spontaneous activity 58

Spontaneous activity of muscles 166

Spontaneous otoacoustic emissions
35, 40, 45, 54

Spread of masking 69

Square root of sound pressure 237

Standard 9

Standard loudness level 208

Standard sound 205, 208

Standing waves 28

Stapes 25

Statistical changes 93

Statistical fluctuation 179

Statistical loudness distribution 319

Statistical modulation 178

Statistical self-modulation 198

Statistically-modulated amplitude
178
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Steady state condition 18, 78, 107,
217, 221

Steady-state low-pass noise 146

Steady-state sounds 92, 233

Steady-state tone 218

Steady-state-masker 67

Steep rise 65

Steep spectral slopes 125, 142

Steepness of the attenuation 66

Steepness of the filter slope 142

Steepness of the lower slope 101

Steepness of the masker’s masking
pattern 118

Steepness of the threshold in quiet
117

Steinway-Welte-Reproduction-Grand
365

Step size 10

Steps of phase 286

Stereo arrangement 310

Stereosystem 310

Stimuli 1, 11, 59

Stimulus magnitude 11

Stimulus pattern 99

Stirrup 25

Stochastic sound fluctuations 251

Stria vascularis 26

Strong virtual pitch 124

Subharmonics 123

Subjective duration 265, 267, 268, 274

Subjectively uniform rhythm 271

Subtectorial space 27

Sudden hearing loss 340

Sum vector 290

Summation along critical-band rate
230

Summing localization 310

Superimposed standing waves 54

Superior olivary nucleus 60

Supporting cells 27

Suppressing sounds 44

Suppression 44, 47, 51, 58, 110

Suppression-period patterns 48, 55,
58, 96

Suppression-tuning curves 38, 40, 55

Suppressor 38

Sweeping the cutoff frequency 145

Syllables 173, 231, 271, 344, 354

Symmetrical saturation 33, 51
Systematic deviations 119

TDH 8, 39
Technical noises 216
Tectorial membrane 27, 33
Temporal bone 25
Temporal change of envelope 300
Temporal distance 87, 271
Temporal effects 78, 80, 89, 216, 230,

237, 305
Temporal effects of masking 78
Temporal envelope 2, 71, 84, 93, 98,

146, 230, 237, 248, 271, 273, 344
Temporal features 99
Temporal fluctuations 231
Temporal gap 85
Temporal information 60
Temporal integration 339
Temporal masking 172, 354
Temporal masking depth 254, 262
Temporal masking effects 268
Temporal masking pattern 82, 84,

254, 262
Temporal modulation 107
Temporal modulation depth 147
Temporal partial masking 230
Temporal pattern 98, 105
Temporal position 86, 296
Temporal processing 345
Temporal resolution 259, 261, 333, 337
Temporal resolution factor (TRF) 336
Temporal structure 78, 93, 172
Temporal summation 229
Temporal variation 253
Temporal variation of the envelope

212
Temporal-resolution pattern 336
Temporally partial masked loudness

218
Temporary threshold shifts 18
Test tone duration 186
Test-tone burst 78, 87, 218
Test-tone duration 136
Test-tone excitation 224
Test-tone frequency 74, 136
Third-octave band filters 228, 233
Third-octave band level 233
Third-octave bands 236
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Three kinds of otoacoustic emissions
48, 49, 54

Three-component complexes 155

Three-dimensional patterns 231
Three-tone complex 213
Threshold detector 191
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Contents of CD: Psychoacoustic
Demonstrations

The CD enclosed in Fastl/Zwicker “Psychoacoustics” contains acoustic demon-
strations as audio tracks which can be played back on almost any CD player.
In addition, wav files of the acoustic demonstrations are also stored on the
CD.

All demonstrations should be preferably presented via headphones,
although most will also work for presentation via loudspeakers in an en-
vironment which is not too reverberant.

Track 1: wav files

Track 2: Calibration tone

0:32

Calibration tone, 1 kHz, 70 dB

Track 3: Pink noise

0:32

Pink noise, 60 dB

Track 4: Stimuli commonly used in psychoacoustics

1:02

This track contains the following twelve stimuli, each of four seconds duration,
which are frequently used in basic psychoacoustics:

Pure tone, beats, amplitude-modulated tone, tone pulse, DC pulse,
frequency-modulated tone, tone burst, white noise, band-pass noise, narrow-
band noise, Gaussian DC impulse, Gaussian-shaped tone burst. The time
functions and associated frequency spectra can be seen in Fig. 1.1.
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Track 5: Effect of free field equalizer

0:39

This track demonstrates the effects of the bandpass like frequency response of
headphones on music. First you hear music filtered according to the frequency
response of the headphone Beyer DT 48 then the same music is played with-
out filtering. This demonstration illustrates the presentation of sounds by
headphone without equalizer versus headphone plus equalizer. (cf. Fig. 1.5)

Track 6: Magnitude estimation with anchor sound

0:28

This demonstration illustrates the method of magnitude estimation with an-
chor sound. Four pairs of stimuli are presented. The first sound in each pair,
called anchor sound, is always an excerpt of a car sound with 70 dB. The
second sound within a pair is an excerpt of a car sound with 60 dB, 75 dB,
70 dB and 68 dB respectively. The first sound is given a numerical value
(e.g. 100) corresponding to its perceived loudness. The second sound in each
pair should be assigned a numerical value which represents the relation in
perceived loudness between the first (anchor) sound and the second sound. If
for example the second sound in the second pair would be perceived as being
40% louder than the anchor sound, then for the second sound the numerical
value 140 should be given. (cf. Sect. 1.3)

Track 7: Comparison of stimulus pairs

0:14

To demonstrate the comparison of stimulus pairs, the difference in fluctua-
tion strength (modulation frequency) of two amplitude modulated tones A
B should be compared to the loudness difference (level difference) of the pair
C D of amplitude modulated tones. The question is whether the perceived dif-
ference between stimuli A and B of the first pair is larger than the perceived
difference between the stimuli C and D of the second pair. (cf. Sect. 1.3)

Track 8: Otoacoustic emissions

0:11

This demonstration illustrates an otoacoustic emission, measured on a human
subject. Due to the low level of the otoacoustic emission, the background noise
of the measurement system is clearly audible. (cf. Fig. 3.11)
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Track 9: Pure tones masked by white noise

0:45

In this demonstration a pure tone is masked by white noise. The tone has
a frequency of 500 Hz, the white noise has an overall level of 63 dB which
corresponds to a density level of about 20 dB. You will hear six presentations,
each with triplets of pure tones, masked by white noise. The level of the tone
triplets is (in this order) 51 dB, 37 dB, 46 dB, 34 dB, 43 dB, 40 dB. Except
for the second (37 dB) and fourth triplet (34 dB), the tones are above masked
threshold and should be audible. (cf. Fig. 4.1)

Track 10: Pure tones masked by narrow-band noise

0:56

In this demonstration the masked threshold of pure tones masked by critical-
band wide noise (1 kHz, 70 dB) is illustrated. You will hear three series of
tone triplets: the first series is played at a level of 75 dB, the second at a
level of 60 dB, the third at a level of 40 dB. Each series consists of six tone
triplets with the frequencies 600 Hz, 800 Hz, 1000 Hz, 1300 Hz, 1700 Hz, and
2300 Hz. In the second series the third tone triplet at 1000 Hz is masked by
the narrow-band noise, and in the third series the third and fourth triplet at
1000 Hz and 1300 Hz (for some persons also the fifth triplet at 1700 Hz) are
masked. (cf. Fig. 4.4)
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Track 11: Approximation of narrow-band noise with tones

0:43

Critical-band wide noise can be approximated by pure tones. Here a narrow-
band noise at 2 kHz is approximated by an increasing number of pure tones
centered at 2 kHz. The lower slope of the masked threshold of the critical-
band noise and the pure tones is shown in Fig. 4.11.

You will hear six different sounds, first a 2 kHz tone, then additional tones
are added until there are five tones at 1.84, 1.92, 2.0, 2.08, and 2.16 kHz. The
last sound is the narrow-band noise. All sounds have the same total level of
70 dB. (cf. Fig. 4.11)

Track 12: Dependence of masked threshold on test-tone
duration

0:21

The masked threshold of pure tones depends on the test-tone duration. This
is demonstrated with 3 kHz test-tones and uniform masking noise as masker.
In the first part of the demonstration, three tone triplets with burst duration
of 300 ms and levels of 45, 35 and 25 dB are masked by uniform masking
noise. All triplets should be audible. In the second part, the test-tones have
a burst duration of 3 ms and only the first triplet is audible. (cf. Fig. 4.18)

Track 13: Pulsation threshold for pure tones

0:19

If two sounds are presented alternately, it may occur that one of the sounds
is perceived as being continuous despite the fact that in reality it is gated on
and off at periodic intervals. This effect is demonstrated with a gated 2 kHz
tone with 60 dB and an intermittent masking narrow-band noise at 2 kHz
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with 63 dB; the pulse duration is 100 ms. First you will hear the gated tone.
When the narrow-band noise is added, the (still) gated tone is perceived as
being continuous. (cf. Fig. 4.35)

Track 14: Pulsation threshold for music

0:21

This demonstration is similar to the previous one, but with music as the gated
signal. Even with such a rather complex signal the effect of the pulsation
threshold gives the impression of a continuous sound even if in reality it is
gated. You will hear about 5 seconds of music played normally, then about
8 seconds of gated music with pauses of 100 ms. In the last 8 seconds the
gaps in the music are filled by noise, and the (gated) music again sounds
continuous. (cf. Fig. 4.35)

Track 15: Pitch shift of pure tones as a function of level

1:01

The pitch of a pure tone also depends on the level of the tone. In this demon-
stration three tones with frequencies of 200 Hz, 1000 Hz and 6000 Hz, re-
spectively are played at levels of 50 dB and 75 dB. As displayed in Fig. 5.3,
the 1000 Hz tone and in particular the 200 Hz tone produces a lower pitch
when played at the higher level of 75 dB, whereas the 6000 Hz tone elicits a

higher pitch when played louder. Each pair is repeated three times. (cf.
Fig. 5.3)

Track 16: Pitch shift of pure tones due to additional noise

0:16

Pitch shifts of pure tones can occur if additional sounds that produce partial
masking are presented. In the demonstration, a pure tone with 2.7 kHz is
partially masked by a narrow-band noise at 2 kHz, both with a level of 65 dB.
First you will hear the pure tone alone, and then the tone plus noise. This
sequence is repeated three times. When the tone is partially masked by the
noise, the pitch is perceived to be higher. (cf. Fig. 5.5)
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Track 17: Virtual pitch of complex tones

0:24

This demonstration shows an example of virtual pitch. A complex tone with
a fundamental frequency of 120 Hz and 33 harmonics is presented. Then the
signal is bandlimited to 300 Hz-3400 Hz, i.e. only the third to 28th. harmonic
is presented. However, the pitch corresponding to the fundamental frequency
of 120 Hz can still be perceived. The sequence is repeated once. (cf. Fig. 5.12)

Track 18: Virtual pitch of speech over band-limited channels

0:30

This demonstration shows the effect of virtual pitch when a speech signal is
transmitted over a band-limited channel (e.g. telephone). First the normal
speech signal is presented, then a filtered version which is band-limited from
300 Hz to 4000 Hz. You can still hear that it is a male speaker, although
the fundamental frequency of a male voice lies at about 100 Hz and is not
transmitted. (cf. Fig. 5.13)

Track 19: Pitch of low-pass noise

0:31

The pitch of low-pass noise corresponds to its cut-off frequency. To demon-
strate this effect, you hear low-pass noises with cut-off frequencies of 350 Hz,
750 Hz and 1800 Hz. After each low-pass noise, a pure tone with the cut-off
frequency is played. Each pair is presented twice. (cf. Fig. 5.14)

Track 20: Effects of IIR-filters on speech (Flanger effect)

0:38

This demonstration illustrates the effect of IIR-filtering on a speech signal.
First the original signal is presented, and then IIR-filtered versions with delay
times of 5 ms, 3 ms, 1 ms, 0.5 ms, and 0.3 ms are played. The attenuation in
the feedback loop is 1 dB. (cf. Fig. 5.17)

Track 21: Simulation of Zwicker tones

0:45

If sounds with a spectral gap are switched off, a faint tone lasting for several
seconds can be heard. As this effect called Zwicker-tone is very subtle, a
simulation of the Zwicker-tone phenomenon is presented. You will hear three
band-stop noises with gaps between 1000 Hz and 3000 Hz, 1400 Hz and
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2600 Hz, as well as 1800 Hz and 2200 Hz. After each noise is switched off,
a faint pure tone with a frequency corresponding to the respective Zwicker
tone is played to simulate the phenomenon of the acoustic after image. (cf.
Fig. 5.21)

Track 22: Pitch strength of various signals

2:14

This demonstration contains 11 signals with the same loudness (8 sone) and
approximately the same pitch (500 Hz) but different pitch strength. Each
signal is played three times, ordered from highest to lowest pitch strength
(see Fig. 5.24): Pure tone, complex tone low-pass, complex tone full, narrow-
band noise, AM tone, complex tone band-pass, band-pass noise, low-pass
noise, comb-filtered noise, AM noise, high-pass noise. At the end a pure tone
with 500 Hz is played again. (cf. Fig. 5.25)

Track 23: Pitch strength of pure tones as a function of
frequency

0:23

The pitch strength of pure tones depends on frequency. To demonstrate this
effect, triplets of tones at frequencies of 125 Hz, 250 Hz, 500 Hz, 1 kHz, 2 kHz,
4 kHz, and 8 kHz are presented. (cf . Fig. 5.28)

Track 24: Pitch strength of noise bands of different bandwidth
and centre frequency

0:27

In this demonstration, you hear different noise bands with different pitch
strength. First, three bands at 500 Hz centre frequency are played, with
bandwidths increasing from 10 Hz, over 100 Hz to 500 Hz, leading to a de-
crease in pitch strength. After this, you hear three noises with a constant
bandwidth of 100 Hz, centred at 250 Hz, 500 Hz, and 2000 Hz leading to an
increase in pitch strength. (cf. Fig. 5.29)

Track 25: Pitch strength of modulated low-pass noise

0:31

This demonstration illustrates the pitch strength of low-pass noise with mod-
ulated cutoff frequency. The noise has a density level of 40 dB and a cutoff
frequency of 1 kHz ±85 Hz. The sound is played four times with modula-
tion frequencies of 1 Hz, 2 Hz, 4 Hz, and 8 Hz. According to data plotted
in Fig. 5.38, the largest pitch strength can be expected at 4 Hz modulation
frequency. (cf. Fig. 5.38)
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Track 26: Just-noticeable level variation of white noise
or pure tones

0:33

Amplitude modulated white noise and pure tones are compared with respect
to just-noticeable level variation. In the first part, four tones at 1 kHz with
a level of 75 dB and amplitude modulated with 4 Hz, are presented. The
level variations are chosen as follows: 0.2, 0.5, 1, and 3 dB. In the second
part, three sounds of white noise with 60 dB, amplitude modulated with a
modulation frequency of 4 Hz and level variations of 0.5, 1, and 3 dB are
presented. (cf. Fig. 7.1)

Track 27: Just-noticeable degree of amplitude modulation
of white noise versus narrow-band noise

0:27

Two pairs of amplitude modulated sounds (modulation frequency 4 Hz) are
presented: The first sound in each pair is white noise, the second is narrow-
band noise with a bandwidth of 10 Hz. The first pair has a degree of modula-
tion of 50%, the second pair only 7%. In the first pair both modulations are
clearly audible. However, due to the strong self modulation of the narrow-
band noise with about 6.4 Hz effective modulation frequency, the amplitude
modulation of the narrow-band noise is not audible in the second sound pair.
(cf. Fig. 7.3)
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Track 28: Just-noticeable variation in frequency of pure tones

1:15

This demonstration illustrates the dependence of just-noticeable variation in
frequency on the frequency of pure tones. First, a series of frequency mod-
ulated 500 Hz tones are played with frequency variations of 100, 30, 10, 3,
and 1 Hz. The modulation of the first three sounds should be clearly audible.
In a second series of modulated tones at 5000 Hz, again frequency variations
of 100, 30, 10, 3, and 1 Hz were chosen. However, now only the first mod-
ulation is clearly audible, whereas the rest is at or below the threshold of
just-noticable variation in frequency.

For this demonstration presentation by headphones is mandatory to avoid
the influence of room resonances. (cf. Fig. 7.8)

Track 29: Frequency discrimination at long versus short
durations

0:22

To illustrate the dependency of frequency discrimination of pure tones on the
test-tone duration, two examples are given in this demonstration. Each series
contains four tone pairs of different duration and frequency difference: First
500 ms and 10 ms at the smaller frequency difference, and then 10 ms and
500 ms at the larger frequency difference. The following frequencies are used:
2000 Hz, 2010 Hz, 2040 Hz; 500 Hz, 505 Hz, 525 Hz. For example, a frequency
difference of 10 Hz between 2000 Hz and 2010 Hz can be discriminated at
500 ms (1) but not at 10 ms (2). On the other hand, a frequency difference
of 25 Hz between 500 Hz and 525 Hz can hardly be discriminated at 10 ms
(7) but is clearly audible at 500 ms (8). (cf. Fig. 7.11)
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Track 30: Halving of loudness

1:06

The task in this demonstration is to identify those sounds which produce
more or less than half of the loudness of a reference sound. The reference
sound is a narrow-band noise at 2 kHz with a level of 65 dB. Five candidates
are presented, each in three pairs with the reference sound. The levels of the
candidates are 39, 65, 51, 60 and 55 dB. (cf. Fig. 8.3)

Track 31: Loudness of a partially masked 1 kHz tone

0:28

Additional pink noise with about 55 dB overall level (40 dB per 1/3 octave
band) reduces the loudness of a 1 kHz tone by different amounts, depending
on the level of the tone. Partial masking decreases with increasing level of
the tone: levels of 40 dB, 50 dB, and 60 dB are presented. (cf. Fig. 8.10)
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Track 32: Spectrally partial masked loudness

0:31

A pure tone at 800 Hz is presented either alone or together with a noise
at higher frequencies. For the lower cut off frequency of the noise, 1000 Hz,
950 Hz, 900 Hz, 850 Hz, and 800 Hz are chosen. As the cut off frequency of
the noise gets lower, the loudness of the 800 Hz tone in the combination of
tone plus noise is reduced compared to the loudness of the 800 Hz tone alone.
(cf. Fig. 8.11)

Track 33: Loudness as a function of burst duration

0:43

In this demonstration, the dependence of loudness on duration is illustrated.
You will hear pairs of 3 kHz tones (60 dB), the first tone of a pair is always
1000 ms long, the second tone has durations of 1000, 300, 100, 30, 10, and
3 ms. Each pair is presented twice. You can hear that below 100 ms, the
loudness of the second tone decreases. (cf. Fig. 8.12)
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Track 34: Dependence of sharpness on spectral distribution

0:28

The difference in sharpness between a narrow-band noise at 1 kHz, a uniform
exciting noise, and a high-pass noise with 3 kHz cut-off frequency is demon-
strated. In accordance with data displayed in Fig. 9.3, sharpness increases
from narrow-band noise over broad-band noise to the high-pass noise. The
sequence is repeated once. (cf. Fig. 9.3)

Track 35: Fluctuation strength as a function
of modulation frequency

1:10

Three different sounds are presented with different modulation frequencies:
amplitude modulated broad-band noise, amplitude modulated pure tones,
and frequency modulated pure tones. Each sound is played with modulation
frequencies of 1 Hz, 4 Hz and 16 Hz. At 4 Hz, the fluctuation strength reaches
a maximum. (cf. Fig. 10.1)

Track 36: Fluctuation strength of narrow-band noise

0:21

As narrow-band noise shows a self-modulation with an effective modulation
frequency of 0.64 times the bandwidth, its fluctuation strength also depends
on the bandwidth of the noise. In this demonstration, narrow-band noises
with different bandwidths of 2, 6, and 50 Hz are presented. The noises have
a center frequency of 1 kHz and a level of 70 dB. The largest fluctuation
strength is reached for a noise with a bandwidth of 6 Hz producing an effective
modulation frequency of about 4 Hz. (cf. Fig. 10.6)

Track 37: Fluctuation strength of different sounds

0:34

This demonstration contains the sounds shown in Table 10.1 on page 253.
For the data displayed in Fig. 10.7, it illustrates the different fluctuation
strengths produced by FM tones, AM broad-band noise, AM tones, FM
tones with smaller frequency deviation, and narrow-band noise. (cf. Fig. 10.7,
Table 10.1)



Contents of CD: Psychoacoustic Demonstrations 459

Track 38: Roughness of pure tones as a function
of the degree of modulation

0:44

The dependency of roughness on the degree of modulation is demonstrated.
You will hear an amplitude modulated 1 kHz tone with a modulation fre-
quency of 70 Hz and a varying degree of modulation of 1.0, 0.7, 0.4, 0.25,
0.125, 0.1, and 0. The roughness of the sound will decrease with smaller
degrees of modulation. (cf. Fig. 11.1)

Track 39: Roughness as a function of modulation frequency

0:52

Three different sounds are presented with different modulation frequencies:
amplitude modulated broad-band noise, amplitude modulated pure tones,
and frequency modulated pure tones. Each sound is presented with modu-
lation frequencies of 20 Hz, 70 Hz and 200 Hz. At 70 Hz, the sensation of
roughness reaches a maximum. (cf. Fig. 11.3)

Track 40: Subjective duration of sound bursts and pauses

0:51

The subjective durations of bursts and pauses are compared. A short tone
burst is followed by two longer bursts which are seperated by a pause of vari-
able duration. In the first sequence, the short burst and the pause both have
a length of 150 ms, but the pause seems too short. In the second sequence, the
burst and the pause have a length of 40 ms, and again the pause seems too
short. In the third sequence, the burst has a length of 40 ms and the pause is
150 ms long. Now the perceived duration of burst and pause is about equal.
Each sequence is presented three times. (cf. Fig. 12.2)

Track 41: Subjective duration and rhythm

0:20

When the rhythm displayed in Fig. 12.4 is realized with physically correct
durations for the notes and the pauses, i.e. 100 ms for 1/8-notes, 100 ms for
1/8-pauses and 200 ms for 1/4 notes and pauses, it does not sound right in
relation to the score. Rather the notation would be something like 1/8 note,
1/8 note, 3/16 note. This is demonstrated in the first part of this track. To
achieve the correct musical interpretation, the pauses between the notes have
to be longer by a factor of 3.8, so that the notes and the pauses have the
same subjective duration. Each realization is presented twice. (cf. Fig. 12.4)
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Track 42: Nonlinear distortion – cubic difference tone

0:10

The nonlinear distortions produced by the ear can be made audible by playing
a constant pure tone (here f1 = 1620 Hz) together with a short sine sweep
of similar frequencies (here f2 = 1700 Hz to 3000 Hz). Although physically
there are only two tones, a third descending tone with the frequency 2f1−f2

can be clearly heard. (cf. Fig. 14.4)

Track 43: Cubic difference tone with primaries
from different sources

0:21

To show that the cubic difference tone is produced in the ear and not some-
where in the technical equipment, you can whistle the constant tone f1 while
the rising tone f2 is presented. First only the tone with f1 = 1620 Hz is
presented twice and is meant to be a reference for your whistle.

Then the rising tone (f2 = 1700 Hz to 3000 Hz) is presented. When you
whistle along with this rising tone, the decreasing cubic difference tone can
be clearly heard, although the two primary tones are produced by different
sound sources. (cf. Fig. 14.4)

Track 44: Localization of narrow-band noise

0:39

When both ears are presented with the same type of signal, the sound source
can be shifted to one side by increasing the level on that side. This effect is
demonstrated with narrow-band noise at 1 kHz which is presented binaurally
with levels of (L, R): (60 dB, 60 dB) centre, (58 dB, 70 dB) right, (70 dB,
58 dB) left, (70 dB, 70 dB) centre, (74 dB, 50 dB) left, and (46 dB, 70 dB)
right. (cf. Fig. 15.12)

Track 45: Sounds with same loudness-time function but
differences in the ability to identify the sound source

1:12

To illustrate the procedure to largely obscure the information about the sound
source despite same loudness-time function, some signals are presented first
in processed and then in original version. (cf. Fig. 16.17)
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Track 46: Threshold for level differences

1:21

To determine just noticable level differences, pairs of 1 kHz tones are pre-
sented. The first tone is the anchor sound and has a level of 60 dB. The second
tones have levels of 60.2, 60.5, 61, 62 and 65 dB. Each pair is played twice.
Normally you should be able to hear level differences of 1 to 2 dB. If you can
not hear the difference (5 dB) in the last pair, please consult imediately your
ENT doctor. (cf. Fig. 16.25)

Track 47: Speech noise (Fastl Noise)

1:25

Back in 1987, we proposed a fluctuating speech noise which simulates average
spectral and temporal features of fluent speech. This noise was termed by our
friends “Fastl-Noise”. The audio-file is composed as follows: First continuous
noise (CCITT Rec. 227) as displayed in Fig. 16.38b is presented for about
20 seconds, and then the Fastl-Noise (Fig. 16.38d) for about 60 seconds. (cf.
Fig. 16.38)

Track 48: Inharmonicity of guitar strings

0:21

This demonstration illustrates the difference when string sounds of an elec-
tric guitar are realised with harmonic versus inharmonic spectra. First you
hear the harmonic and afterwards the inharmonic version of a short melody
(melody 3). (cf. Fig. 16.48)

Tuning of Grand Pianos

The following demonstrations present the sounds A through F played on
a Steinway-Welte-Reproduction-Grand tuned to 432 Hz versus 440 Hz. (cf.
Fig. 16.49)
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Track 49: Sound A

0:27

Track 50: Sound B

0:24

Track 51: Sound C

0:26

Track 52: Sound D

0:21

Track 53: Sound E

0:34

Track 54: Sound F

0:19
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