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Forensic 
Voice identification 

Institute for Advanced Study of the Communication process 

University of Florida,Gainsneville,USA 

Voice-based evidence is an important part of many criminal investigations and has commonly included such 

things as threats left on an answering machine, a robbery caught on videotape, or a confession recorded during 

a police interrogation. In the technological age of mobile telephones, voicemail, and voice-recognition software 

applications, the potential for voice-based evidence continues to increase. 

Forensic Voice identification is designed for the experts who must be able to properly handle this type of 

evidence, decipher what is said, and identify the people who have been recorded. It outlines practical methods 

for voice identification and covers key areas such as authentication of speech recordings and voice stress 

analysis. 

This book will help you : 

 

Understand the basic sciences behind voice identification 

 

Learn techniques and methods for analyzing recorded evidence, including the author’s own Semi-automatic 

Speaker Identification system (SAUSI) 

Become familiar with the latest technology 

Learn new skills such as how to coordinate “ear witness” line-ups 

Know the right time to call in a professional consultant 

 

Author Harry Hollien has been at the forefront of research and development in the field of forensic acoustics, and 

now shares the benefit of over 40 years of experience. He shows readers how to use the latest high-tech 

machinery for forensic voice identification and understand the classic methods and techniques on which they are 

based. 
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again to Patti 

and to 

my family and students 

 

There are several reasons for writing this book. First, I wish to expand and update my three-chapter presentation on speaker 

identification found in another of my books (Acoustics of Crime, Plenum Press, 1990). Second, much has happened since the 

late 1980s and, naturally, 1 wish to review these developments and add my personal perspective to it all. However, it is the 

third reason that is the really serious one: I wish to respond to an unfortunate situation in this field, one which I believe to be 

counter-productive to good progress. The two major groups - phoneticians and engineers - who are responsible for solving the 

riddle of speaker recognition have not seen fit to cooperate to any great extent in either their research or practice. This tendency 

is most unfortunate since it has clearly impeded progress. So, what is the problem? Well, it appears that the engineers think that 

phoneticians do not know enough about mathematics and equipment to be effective catalysts, whereas the phoneticians 

complain that the engineers do not know enough about human behavior or experimentation to do an adequate job. The irony is 

that they both are correct and, as it turns out, it is doubtful whether either can come up with a solution without the other. 

Accordingly, one of the goals of this book will be to provide a little common ground for them; perhaps it will aid each in better 

understanding the other. If reasonably good relations can be achieved, effective cooperation and coordination should result. In 

any event, I will address this issue (in various ways) in several of the chapters to follow plus structure all of the last chapter as 

an illustration of how effective good collaboration can be. If you find my efforts in this regard a little redundant, so be it. It is 

my judgement that such repetition may lead to progress and, if it does, it will be well worth it. Anyway, if you already are 

convinced that I am right, you can skip over those sections. 

The fourth reason that this book was written was to effectively describe speaker identification, and do so in a manner that 

can be easily understood by those different types of people who are interested in the area. Nearly all of these groups are 

professionals, of course. The problem is that, taken as a whole, they come from wildly divergent backgrounds. Thus, the 

challenge - how does one reach them? 

First, let us consider jurists and attorneys. Their backgrounds allow them to understand more about the courts and the criminal 

justice system than I ever will. Yet I must attempt to communicate directly to them about the nature of speaker identification, 

how it is carried out, why we do it the way we do it and how it fits into their world. Hopefully, I can explain what they can 

expect (and not expect) when they must deal with these processes. In turn, we will want to learn how we ‘fit’ into their 

systems. Second, while law enforcement personnel know more about forensics and criminal investigations than I do (or ever 

will learn), we forensic phoneticians have something in common with them. We both ‘investigate’ - we both seek answers to 

questions and to problems. Third, I already have touched on the problems phoneticians have in interfacing with members of 

the engineering community. They will want to know what we think about a particular algorithm; we will want to tell them 

about memory, the hearing mechanism and how these systems can play tricks on an ‘auditor,’ be it human or machine. We 

also can predict (sometimes anyway) how shifts in human behavior actually can affect machine processing. Conversely, we 

will want to learn from them why certain physical processes can predict human behavior. All in all, phoneticians and engineers 

can contribute materially to each others efforts. Perhaps my efforts here will contribute to this dialog. 

Of course, other phoneticians and forensic phoneticians will be easy to reach; all I have to do is use the appropriate systems 

andjargon. Correct? Don’t hold your breath here. All that will be necessary for me to do is inadvertently tread on some 

phonetician’s revered dogma and it will be ‘Look out, Charlie!’ Add in all the other types of ‘communication’ professionals 

(linguists, speech pathologists, physicians, communication specialists and so on) who sometimes have a bonafide interest in 

the area and World War III just might erupt under my teepee. In any case, I will try to reach most of these groups too. A 

daunting task? Definitely. Will I also attempt to reach the lay public (journalists, private detectives and the like) in any 

material way? No, to try to do so simply would be asking too much of my tired old cortex. 

So, these are the target audiences. How can such diverse groups be reached? Perhaps a 

straightforward writing style will help. It is a technique I have worked at during my entire 

(and long) career. Permit me to tell you a little story about why I have adopted this style of 

writing. If you are not interested in where it came from, just skip this section. But for those of 
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you who wonder a little as to why this old fellow writes the way he does, perhaps the 

following will provide a perspective. Moreover, it could make reading this book a bit more 

pleasant. The story. When I was a fairly young graduate student at the University of Iowa 

(back before we had electricity), I had the good fortune of getting to know a professor by the 

name of Wendall Johnson. He was in the Speech Pathology section of a loosely organized 

‘communications’ group or department there; one which ranged all the way from theater to 

experimental phonetics (my area).  

His specialty was stuttering and he was quite well known in that area; he also was of the originators of general semantics. 

Johnson wrote a large number of b as well as many articles. Included among them were tomes on stuttering course) plus 

several aimed at helping people cope with their ever problems. A couple of the latter were ‘People in Quandries’ and ‘Your 1 

Enchanted Listener.’ At first, I did not take Johnson very seriously. For thing, he was not a phonetician, for another, he was 

into clinical stuff. More« he was pretty busy and had little time for students other than those tha directly supervised. However, 

we had some contact (a little of it confrontati in nature, I must confess) and, over the next few years, I grew to respect both 

personally and for the principles he stood for. In turn, he seeme develop an interest in me. He said that he thought that I 

probably would he career in the sciences and that, in any event, I would have to spend much o time communicating my 

observations, findings, opinions or some sucl others. After I graduated, he paid me the compliment of spending a little o time 

mentoring my professional development. One of the things he did w; provide me with insight about some of the ways he 

thought I could effecti upgrade my writing. I am not sure just how well I learned all that he had to te but I must confess that I 

have experienced a modicum of success over the 40-50 years with many thousands of written projects (i.e. books, articles, g 

proposals, reports, critiques and reviews). 

But what is the point here? It concerns one of Wendall Johnson’s most damental precepts. He said: ‘When you write, you 

must try very hard to com nicate with an audience which is broader than that found within the lim boundaries of your 

discipline. You should do so even when presenting scien or technical material.’ ‘Think of your audience,’ he said, ‘as 

consisting of sonably intelligent people who have, at least, a basic education. You do not h to assume that they will know a lot 

about your field - just that they are bri enough, schooled enough and, of course, motivated enough to read what have written. 

You will find that they can understand what you present if you s a decent yarn. So avoid jargon like the plague, carefully 

explain what you doing and, especially, what it all means. If you do so, you will reach many, m more people than if you 

confined yourself to your own narrow specialty. Be yet, some of the individuals you will reach actually will need to know what 

have to tell them. And, just as important to you personally, sometimes they be the very people who will be making critical 

decisions about you and y work.’ 

‘Make no bones about it,’ saith Johnson, ‘Some of your colleagues will t; offense at your writing style if you do not restrict 

it to their little world. A few entists will want you to “tighten down.” They even may say that they can: understand what you 

are writing. But... do not let them put you off. If you write clearly and broadly, your contributions to both society and your field 

wi substantially greater than if you crouch down in your own little corner o world.’Well, I found Johnson’s approach a most 

attractive one and, for better o worse, adopted it. I do not know if I have succeeded. After all, talent plays role in endeavors 

such as these. However, since most of the people who will this book are not phonetic scientists, I will try to write in such a way 

that the) can master the materials to follow. Anyway, this book is as much for policei judges, lawyers, law enforcement agents 

and other forensic scientists as it i people like me. The challenge, of course, is to see if I can make what I ha say both 

interesting and understandable.From another perspective, this book is not intended to be some so exposé. Some of the people 

who know me will remember that I tend to hard task master (especially of myself). Moreover, I plead guilty of having harsh 

things about the charlatans who try to invade our field (s). I also condemned the use of ‘psychological stress evaluators’ (PSE) 

and have 1 pretty severe in myjudgment of ‘voiceprints’. Of course, several of these is have little relevance to speaker 

identification and, hence, will find no pla< this book. There will be a chapter on ‘voiceprints,’ however. It will be more history 

(than a condemnation) partly because nearly everyone (except a private detectives and the like) have relegated this approach to 

the dusi Indeed, I doubt that the ‘method’ has been seriously used in years. On the o hand, I have to concede that there was a 

positive side to the ‘voiceprint’ coi versy. Its threat or challenge resulted in an increase in the number of scier carrying out 

research on SPID (SPID will be our codeword for speaker idei cation). Hence, ‘voiceprints’ will be described and I will try to 

keep them in spective. 

I am not going to attempt any kind of ‘exposure’ of the American crin; justice system or even of those few ‘experts’ who 

prostitute themselves monetary gain. In the first instance, I do not believe that our criminal ju; system is ‘broken’. Of course, 

some abuses have taken place but they usi were carried out by people who would try to abuse virtually any sysl Moreover, 

those of you in the scientific community must remember attorneys and law enforcement personnel are advocates. Their 

behavior (e dally that of the lawyers) sometimes is extreme but, in my observation, it very rare case where they actually 

violate ethics or engage in misconduct. If encounter them, what you will usually experience will result from their end asms or 

their conviction that they are ‘correct’ (law enforcement) or ‘in right’ (the attorneys). However, I do not feel as kindly about 

certain of ‘experts.’ While most are unbiased and ethical, I must confess that I have b appalled at the behavior exhibited by a 

few. I simply cannot condone, or even  
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understand, why there are professionals who will testify to whatever attorneys ask them to just to earn a little money. I realize 

that attorney advocates and that it can be a little difficult to ‘disappoint’ them if testimony does not, or would not, support 

their position. Worse yet pressure on you can be severe, especially if you (as a citizen) intellect and/or emotionally support the 

posidon or people for whom you have retained. I concede that you can be torn; however, when this happens, mandatory that 

you maintain a strong ethical position. Let me illustrate problem by describing a case which I refer to as ‘Waco for Everyone.’ 

First, let me provide a little perspective as to why I have a strong persona about this case. Like a lot of people in the United 

States, I have recently bet concerned that our federal government seems to be moving away fron structure (and freedoms) that 

has made us a society which is unique in ; human history. What used to be a ‘well meaning’ liberal concern appears n< be an 

effort designed to protect us from ourselves - and everybody else them. Thus, a government which appears to be more afraid 

of its own citii than it is of any potential foreign threat seems consistent with what we ‘Waco. ’ What happened there was that 

a tiny band of religious extremists se in a big field just outside of Waco, Texas. They then proceeded to build tl selves a 

compound to live in - one, incidently, that they hoped would ‘prc them from the evil outside world. Though hardly attractive, 

and somet annoying, they tended to keep to themselves. A few years ago, they attractei attention of the US Bureau of Alcohol, 

Tobacco and Firearms (BATF). The so, apparently, because they were pretty paranoid and, hence, stock] firearms (legally, 

however) that they thought they would need to defend tl selves. So, instead of contacting the Brazos County Sheriff (who 

knew leader - a David Koresh - and reputedly sometimes drank beer with him), (the BATF) carried out a large-scale SWAT 

team type raid on the compo Even though BATF knew the Branch Davidians had been forewarned, they’ ahead with the raid 

and, hence, several people on both sides were wounded killed. Thereupon BATF, the FBI and several other US Government 

agei laid siege the Branch Davidian compound and the horrors to which subjected these poor people have been well 

documented. After about 8 w of a stand off, they sent in tanks and most of the Davidians (including a nun of children) were 

killed. 

My role in this tragedy involved a number of issues, all of which concei tape recordings. They included: (1) speaker 

identification (this problem quickly resolved); (2) tape authentication (the issue here became moot bee all of the tape 

recordings were edited and admittedly so); and (3) gunfiri short, my ultimate involvement was limited to work in the third area 

of tendon, in particular to a video taken from one of two (or more) government helicopters that flew over and around the 

compound. The attorneys for Branch Davidians thought they could hear gunfire when they listened to audio track but were 

told (variously) that it was not or, if it was, it came from ground. Naturally, what ‘might have’ occurred was of great import to 

their c hence, I was asked to analyze these sounds. Indeed, they appeared to be gur and possibly came from the helicopter 

directly in front of the one where video was made. If this proved to be true, the information would be particul valuable to the 

surviving Davidians and their attorneys as they were suing government for ‘wrongful death.’ 

So, what was my problem? As a private citizen, I was outraged with, and a 1 apprehensive about, what went on at Waco. 

Hence, I confess to a pers< desire to help the attorneys with their suit. I might also be able to provide society with a better 

perspective about those federal agencies which might 1 overstepped their prerogatives. To be able to testify would be desin 

however, a problem existed here. I could not conclusively show that recorded impact noises on the tape actually were gunfire. 

They met only ha the necessary criteria (see Hollien and Hollien, 1995, Journal of the Associati Tool Mark and Firearms 

Examiners). Moreover, I could not conclusively der strate that these ‘shots’ came from the lead helicopter. I probably could i 

testified if I had been permitted to conduct simulations of what had happe but to accurately decode the sounds on the tape I 

would have had to reconsl the entire event at an appropriate site with, at least, two helicopters, sei shooters, appropriate guns 

and parallel recording equipment. The pe involved could not afford such an expensive demonstration. Hence, I coulc conduct 

the necessary tests and had to refuse to testify. I could not t< because, although I was pretty sure what had happened, I did not 

have the < Do you see my point? No matter what an expert witness thinks, wants or f they cannot, and must not, be an 

advocate. If they are, they can only dar both the criminal justice system and themselves. In this regard, pleas assured that, just 

like everybody else, I have my biases and they will somet be found in what I write. But also be assured, that I will identify 

them and t avoid letting them unfairly distort any of the data presented. On the c hand, I am not under oath here am I? 

Finally, I would like to recognize the assistance I have received from b< number of sponsoring agencies and a lot of people. 

Indeed, many of my cc butions have resulted from the support received from these organizations; also are the result of the 

things I have learned from these people. Of cou cannot recognize them all as they number in the hundreds. Still, a few of 1 are 

particularly relevant to speaker identification and this book. Those an ones I would like to thank. The agencies which 

supported most of my rese in this area were the National Institutes of Health, the National Institute of  Justice, the Army 

Research Office and the Dreyfus Foundation. Secondary (t critical) support came from the Office of Naval Research, the 

Fulbright Co mission, the University of Florida, the National Science Foundation, t Veteran’s Administration, the US State 

Department, the IREX Board, the Got Foundation and the Voice Foundation. In addition, I thank the more thar dozen people 

who have had a direct impact on my work in speaker idendfi« tion (and, hence, this book): they include (alphabetically) Drs 

Gea Dejong, Thomas Doherty, Marylou Pauswang Gelfer, James W. Hicks Jr, Ruth Hund< Bahr, Mingjiang, and Wojciech 

Majewski; also helpful were Drs W. S. Brown James F. Curtis. Jens-Peter Koster, Hermann Kiinzel, Lester Oliver and Re 

Schwartz; as were several other individuals who are no longer with us (D Robert E. McGlone, Gordon Peterson, Thomas 

Shipp, Gilbert Tolhurst ar Ronald W. Wendahl). Of my children (Brian, Christine, Karen, Keith, Kevi; Stephanie and Steven), 
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Kevin served admirably as my assistant and Brian als helped out. This manuscript could not have been completed without the 

aid < Ann Partin and Abby Sia; thanks also go to my editor Nick Fallon. And the there is Patti. Without all that my wife, 

Patricia Ann Hollien, ScD has done, an at all levels, there would have been no books at all. 

 

 

CHAPTER 1 

I N T R O D U C T I O N  

First, let us consider the case of ‘Women Can Be Stupid Too.’ That is a prei bold statement for a man to make, I know. It is 

especially so because, current many women do not think that men are blessed with very much in the way intellectual capacity. 

Perhaps so, but not all women operate at superlative lev« either. The following case should serve as an example. 

There is a circuit court judge from a city near mine who has admitted r testimony on speaker identification (may we shorten 

this term to ‘SPID’?) < several occasions (twice for the prosecution and once for the defense). App; ently, he believes that I am 

competent in this area. One day, this jurist receivec telephone call. On the other end of the line was a woman who gave him h 

name and then asked if he remembered her. ‘No’ he replied ‘I don’t believi have had the pleasure of meeting you.’ This 

answer apparently frustrated tl woman so she gave him her telephone number and address - still no recogi tion. The woman 

then described her testimony on behalf of her sister who h; been on trial for some infraction of the laws designed to protect the 

peace ai tranquility of the great state of Florida. ‘Oh yes’ he said, ‘I remember you nc What can I do for you?’ Her response 

was to make a death threat. What si actually said was ‘I am going to kill your ass!’ A surprised and concerned jur immediately 

called local law enforcement and, since all telephone calls to tl courthouse were routinely tape-recorded, he had them make a 

copy of tl evidence tape and then obtain an exemplar of what was presumed to be h voice. What they did was go to the address 

she provided, arrest her and th obtain the exemplar. The judge subsequently instructed the agents to bring r the two recordings 

so I could carry out an analysis. 

Can you imagine my disbelief at what appeared to have happened? Is anyoi in this wide, wide world so ‘mentally 

challenged’ that they would carefu identify themselves just before committing a felony? Obviously, this had to some sort of a 

joke or, perhaps, a conspiracy to make trouble for the po woman. She just could not have made that call. Well, as you might 

expect, tl case aroused my interest and I went to work to determine if she actually was the culprit.You,dear reader,will havw to 

wait until later in this book to learn what I did,how I did it and what I found out. 

A PERSPECTIVE 

Speaker identification! What is it all about? Well, almost anyone who has norn hearing and who has lived long enough, will 

tell you that they have had the exi rience of recognizing some unseen person - usually someone familiar to ther solely from 

listening to his or her voice. It was probably from this comm« everyday experience that some of the concepts - and indeed, 

some of the my - about speaker identification were conceived. However, the many reference; this phenomenon found in the 

movies, in novels, in the comic strips and es daily on television, have resulted in the dissemination of as much misinfon tion as 

accurate intelligence. For example, many people believe things such (1) the speaker identification process is an infallible one, 

or nearly so; people at laboratories can easily carry out voice identifications; (3) ‘voiceprii are the direct equivalent of 

fingerprints, and so on. Pretty heady stuff, but these statements true or are they just fantasy? These questions are difficult 

answer, hence, I must respond ‘yes and no’ to both of them. As you will disco the process is a complex one and a neat, simple 

answer simply does not exist. 

However, you also will find out that some useful relationships can be (< have been) established between people and their 

voices. The seemingly ‘fui ideas’ listed in the paragraph above are based (at least in part) upon these in actions. Indeed, you 

will find that a surprising amount of speaker identificat is already possible and an understanding about yet more of the 

relationsl fundamental to this process is taking place. If you think that my statement h is an exaggeration, consider the 

following interchange. The telephone rii you pick it up and hear a voice saying ‘How goes it?’ (or even simply T Almost 

instantly you realize that the person calling is your mother, or y spouse, or your best friend or whomever. Another example, 

have you e heard, but not seen, someone talking on your television and known right a who that actor or announcer was? Of 

course you have. Naturally, it sometimi the language being used that tips you off; certain people tend to use ceri words in a 

specific order, others use idiosyncratic phrases. In still ot instances, it might be the time of day that alerts you and cues of this 

type car quite subtle. Alternatively, you simply may be responding to your ‘analysis the talker’s speech and voice. In any 

event, you do it and you do it often. 
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An even better perspective needed? Let me provide you with an exan drawn from one of my research programs. You are 

aware, I am sure, that m people think that a mother can tell what her baby is crying about just fj hearing its howl. Is this true? 

Perhaps it is. Anyway, several of my students and I decided to investigate this notion way back in the 1970s. Basically, we 

asked a group of mothers to participate in several controlled experiments. First, we recorded their babies crying (one at a time, 

of course) when we snapped their (the infant’s) bare foot with an elastic while they were playing {pain). As you would expect, 

the strength of this ‘impulse’ was controlled. Later, we startled the children with a loud clapping noise and in a third session 

we had the mothers deny food to their hungry offspring immediately after starting their overdue feeding {hunger). These tapes 

then became the basis for several experiments,  The individual samples were pooled, randomized and then played back to the 

moms. In the first study, we asked them if they could tell what their child was crying about; i.e., from hunger, pain or startle 

(1). They were unable to do so with any accuracy. A surprise, but we soon realized that, in their normal environ- i- ment, 

mothers make these decisions only after processing all sorts of cues (time of day, feeding schedule, infants’ health and so on). 

It is those elements (plus )the cry, of course) which allow them to make reasonably good judgments about their child’s needs. 

Thus, while the discovery that the mothers often could not tell what their child was crying about was unexpected, the 

relationship was, in retrospect, an understandable one.In our second study we asked yet another pertinent question. It was one 

that was more to the point if you are considering speaker identification. In this  instance, we asked the mothers to identify their 

child from its cries when all of the samples were mixed into a kind of a ‘cry lineup.’ The answer here was both different and 

positive (2) as the mothers demonstrated rather good aural-per- iceptual speaker identification. Curiously, another relationship 

also emerged from this second project; it was that ‘sound alikes’ existed among the babies when they vocalized. When two 

babies sounded similar, their mothers not only correctly identified their own child but also identified the other one as 

theirs.The above are but a couple of illustrations, and there are many more examples r of people being able to identify 

familiar speakers from their voice just by hearing a brief sample of it. Indeed, there are so many that they alone would fill a 

book, but it would probably be a pretty dull one.Finally, how does speaker identification fit into forensic phonetics? My expla-

nation will be more meaningful if you consider Figure 1.1 (3). As you can see, it is a chart which is structured much as are 

many others. First, we have identified our areas of interest; they can be seen in the top portion of the figure. Also important are 

the operations found at the bottom. This book best fits into the lower left-hand box but it also describes what goes on in the 

other two. Note also ethe five ‘areas’at the top; they all are basic functions but ones which have been specifically adapted for 

the forensic model. The one which forms the basis for this book is, of course, speaker identification. It is an area unique in 

itself but it does enjoy a functional interface with the other four. 
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Figure 1.1 

The structure of forensic 

 phonetics.  

The five content areas most basic to 

 this speciality are seen at 

 the top of the figure, and  

its three major activities at the bottom. 

 

F A C T O R S  O F  N O T E  

There are several relationships in the SPID domain which should be considered at this juncture. First, you should be aware that 

we now know rather a great deal about the area both from the research that has been reported and from common experience. 

This should be kept in mind as it is quite important. Second, there are a number of ‘truisms’ that should be filed away in your 

cortical computer. For one, you probably realize already that some people are better at SPID than are others; that voices with 

which you are really familiar are much easier to place than ones which are less familiar to you. You also have worked out, I am 

sure, that some voices are distinctive and others are not, and that sometimes external conditions (of various types) can make it 

difficult for you to make an identification. If you already are aware of these relationships, we are on our way, as they are 

seminal to what I have to impart. They certainly will be discussed in this book, and so will others - ones that are not quite so 

obvious. 
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In addition, I will attempt to keep them all in perspective by notjust focusing on what they are, but also on why they occur and 

how they can be dealt with. 

D E F I N I T I O N S  

As you must have noticed, several specialized terms (or jargon) already have been used in this chapter; perhaps some of them 

are new to you, perhaps not, but let me define a couple of those that are critical. Of the many terms used, three are particularly 

important; they are speaker recognition (SR), speaker verification (SV) and speaker identification (SPID). You may even have 

run into parallel terms for them; ones where the word ‘voice’ was substituted for ‘speaker,’ ‘authentication’ for ‘verification’ 

and so on, but these other terms are simply synonyms. So, let us confine the initial definitions to the three cited. Speaker 

recognition (or voice recognition) is a general concept which subsumes the other two. Basically, it identifies the overall 

process of recognizing a person from their speech and/or voice and doing so by assessment of these factors alone. That is, in 

speaker recognition, you do not make the identification by analyzing the language used, by remembering what the speaker 

looks like or by any other means. This term is sometimes used when a person is not quite sure whether the process is that of 

verification or identification. In any case, it is generic and subsumes the other two; in turn, they are at once similar to each 

other and different. They are similar in that both involve the task of identifying a person from their speech. They differ as to 

the hows and whys. 

SPEAKER VERIFICATION 

The problem of speaker verification (SV) is generally on a par with that of speech recognition. However, in this case, it is not 

necessary to determine what is being said but rather who is talking. Moreover, in the basic verification paradigm, the speaker 

actually wants to be recognized. As you might guess, the potential uses for a working system of this type are virtually endless; 

they surely would be lucrative. Access by a person to secure areas ‘by voice command’ is one example; the verification of the 

identity of an officer giving instructions over a radio, ‘walkie-talkie’ or any channel where they cannot be identified by sight, is 

another. It also can be important to verify the identity of individuals who are speaking from airplanes, space capsules, 

hyperbaric chambers/habitats, armored vehicles (tanks) or from some other remote station or location. Banking by telephone is 

yet another example. In any event, substantial research has been, and is being, carried out in the area; it is going on at a number 

of laboratories. Taken as a whole, the scientific effort on speaker verification is extensive and literally hundreds of excellent 

experiments have been completed and published. If you are interested in the area, you would do well to read some of the 

reports available; a few are listed for your convenience as Further Reading for this chapter (see Speaker Verification 

References). They should provide you with a healthy introduction to the SV area and to some of the more important 

approaches utilized by the relevant investigators and practitioners. 

As indicated, the verification task, while formidable, is relatively straightforward. The individual talker usually is 

cooperative (that is, unless they are an imposter), the equipment used ordinarily is powerful and of very high quality, and the 

speech samples employed are under the operator’s strict control. Then too, extensive ‘reference’ speech sets can be developed 

and redeveloped for each talker. Finally, one aspect of SV very much favors it over SPID. That is, the SV trials always are 

‘closed’ (i.e., the speaker is a member of the group). Nevertheless, rather substantial problems remain yet to be solved and, 

even today, there do not appear to be any on-line systems that will permit the universal verification of large numbers of 

individuals solely from analysis of their voices. Remember, however, that this book is about speaker identification, not 

verification; hence, only casual reference will be made to SV. 

S P E A K E R  I D E N T I F I C A T I O N  

The more difficult of the two problems subsumed under SR is that of identifying an unknown speaker by voice analysis, 

especially when they are talking in an environment which distorts or masks their utterances (channel distortions) or when they 

are excited or stressed (speech distortions). That is, the unknown speaker on an evidence tape may be talking in a noisy 



13 

 

environment or where the transmission link limits the acoustic transfer of his voice (for example, over a telephone), or the 

distortion may result from his fear or excitement when committing the crime, or he may attempt voice disguise. The suspect’s 

exemplar tape recording may also exhibit some of these very same problems. Incidently, did you pick up on the terms 

‘evidence tape’ and ‘exemplar? They will be used often in this book. An evidence tape is defined as the source of the unknown 

speaker’s voice. It is he or she who must be identified. An exemplar is a recording (usually taped) of any person who might be 

the ‘unknown’; hence, it contains the voice of a known talker. At the risk of being redundant, please remember that neither the 

evidence or the exemplar tapes will be of studio quality or contain the voices of cooperative subjects (as in SV). Rather, any of 

a number of degradations may be present and their presence can seriously complicate the task of the SPID practitioner. Finally, 

one of the most severe problems here is that any evaluation that may be carried out will involve ‘open’ sets of trials. 

Specifically, the unknown must be detected from within a large to very, very large population of ‘possibilities.’You have 

deduced, I am sure, that there are many uses for a system that can effectively determine which talker, from among many 

possible talkers, is actually the ‘unknown’ speaker. Permit me to illustrate; it might be necessary to decide: (1) which of the 

several pilots or astronauts was the one who actually uttered the distress call; (2) if the individual on the telephone is the 

kidnapped child; (3) which of a number of suspects is the person who made the obscene call; (4) if the individual who made 

the bomb threat over the telephone actually is the one who detonated it. Even these few examples should demonstrate the need 

for an effective SPID system. What we must deal with is the complexity of each event and the challenges of the identification 

task itself. Yet, as we will see, SPID can be successfully carried out under certain (even many) conditions, especially if a 

rigorous structuring of the approach and robust techniques are employed - but first, a brief overview of some of the problems 

to be faced. 

P R O B L E M S  

UNIQUENESS 

The basic problem with SPID is a horrendous one. It simply is not known whether or not every one of the 5-6 billion people in 

the world produces utterances which are unique to them and different from those of all the others. That is to say (technically), 

we really do not know if intraspeaker variability is always less (or smaller) than interspeaker variability and if this relationship 

is true for all situations and under all conditions. In other words, once the patterns are established for a given speaker, are they 

actually unique to them or will they vary around the resulting configuration in a manner that causes them to substantially 

overlap those of other speakers? The point being made here is simply that no one is sure that no matter what is done or felt, no 

matter how a person talks or under what conditions, they will always produce speech that is more like their own than anyone 

else’s. While this aspect of the process constitutes a functional nightmare for anyone attempting to carry out any form of 

speaker recognition, there are ways by which you can cope with these and other problems. For one thing, you do not have to 

compare your target speaker (i.e., the unknown) with everyone else in the world. If it is a man, you immediately eliminate 

women and children. If he speaks in a particular dialect and/or language, you eliminate speakers of other languages and 

dialects, and so on. Further, suspects are very often located and made available for evaluation. Thus, you frequently end up 

with a reasonably small number of ‘potentials’; a group in which the unknown probably resides. Now, what are some of the 

other problems? 

 
DISTORTION 

As you are aware, I already have suggested the existence of several types of SI related problems. The two of primary 

importance are system distortion speaker distortion. A more complete description of their characteristics she be useful (even at 

the risk of being a little redundant). 

System distortion 
This category includes several kinds of signal degradation. One is reduced frequency response. That is, the signal passband can 

be limited when: someone talks over a telephone line, (2) poor quality tape recorders are use ‘store’ the utterances and/or (3) 

microphones of limited capability employed. In these cases, important information about the talker is lost these elements are 

not usually retrievable. In any event, limited signal passband can reduce the number of helpful speaker-specific acoustic 

factors. Sec< noise can create a particularly debilitating type of system distortion as it tenc mask the talker’s speech and, 

therefore, can obscure elements needed for idenitfication. Examples of noise include those created by wind, motors, fans, a 

mobile movement and clothing friction (especially if a body bug is used), noise itself may be intermittent or steady state, saw 

tooth or thermal, and so It also must be remembered that forensic noise can exist in virtually any envi ment. This type of 

interference includes any sound at all (music or o speakers, for example) which will, in some way, ‘mask’ the signal of interest 

Third, any kind of frequency or harmonic distortion also can make the taps identification more difficult (examples include 

intermittent short circ variable frequency response, harmonic distortion and so on). Both speech speaker identity can be 

enhanced by application of a number of procedy filtering and related techniques are particularly helpful here (an extensive 

review of these procedures can be found in Hollien (3)). However, you should  be cautioned not to apply operations which will 

eliminate any of the speak idiosyncratic speech features. 

Speaker distortion 
The speakers themselves can be the source of many types of distortions, example, fear, anxiety or stress-like emotions can 
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occur when the perpetrate speaking during the commission of a crime. They often will degrade indentification as the speech 

shifts triggered by these emotions can markedly change or more of the parameters within the speech signal (3, 4). So too can 

the effect of ingested drugs or alcohol; even a temporary health state, such as a cold, mess up the speech you are attempting to 

process. Worse of all, the suspect attempt to disguise their voice. If they are even modestly successful, the effect on 

identification can be serious. In any case, there are a number of speaker ‘distortions’ that can occur. If one or more actually do, 

the speech which is been analyzed can be degraded for identification purposes. Thus, these occurring must be identified and 

then countered if at all possible. Finally, the ‘open se aspect of the identification task (see above) tends to confound the 

problem That the known talker may or may not be the unknown talker, or that he m2 not be represented in the suspect/subject 

pool, creates problems on sever; levels. One of the more serious is that one member of any group will soon more like the 

unknown talker than will any of the others whether or not h actually is the same person. Imagine how this complicates the 

SPID process. 1 summarize, obtaining useful information about all of the cited factors and the knowing what to do about them, 

is of critical importance to SPID. These issue are what this book is all about. 

A PERSPECTIVE 

Given all the basic, theoretical and practical problems that will be encountered what are the human, technical and 

environmental relationships which will permit the serious scientist or practitioner to attempt speaker identification i the first 

place? Indeed, what factors suggest that we can actually be successfully differentiating among voices? For one thing (S), 

certain theoretical construct suggest we can do it. Data and logic also permit the assumption that certain elements within a 

talker’s speech are idiosyncratic enough for our purpose These several relationships appear to result from an integration of a 

person natural anatomical/physiological features with his or her habitual speaking patterns. Indeed, a number of research 

projects have been carried out in or( to study these very relationships. For example, attempts have been made (5-£ to compare 

the relevant importance of the ‘source’ (i.e. the voice or larynx with the ‘vocal tract’ (the transfer system or the 

mouth/nose/throat) f( speaker identification purposes. It was found that both these systems contributing and do so additively. 

Second, phonemic effects on the identification task also have been studied. It has been reported that the level of correct 

perceptual identification varies as a function of (1) the vowel produced, (2) the consonant-vowel transitions, (3) vocal tract 

turbulence and (4) inflection Finally, research on voice quality, speech prosody/timing and many other speaking characteristics 

has permitted us to construct at least tentative working definitions of the identification process. 

A large number of external events/elements can effect SPID accuracy: son will enhance efficiency, others can be detractors. 

These include sods economic, geographic and educational factors as well as level of maturity, psychological/physical states, 

sex and intelligence. Obviously, all of these elements can affect speech patterns and can do so in ways that make an individual’ 

speech somewhat unique. Better yet, they can combine with the characteristic discussed previously to create recognizable sets 

of features. Indeed, there are sc many elements and characteristics related to a person’s speech production thai it can be argued 

that the very complexity of the process will result in a relatively exclusive set of speaker attributes. 

A further point can be made. If you measured and combined several of the many dimensions discussed, it just might be 

possible to discriminate effectively among talkers on the basis of profiles or sets of factors. Indeed, that is my position. I 

would argue that, while there may be no single characteristic within a person’s speech which is of sufficient strength to permit 

that individual to be differentiated from all other talkers, the use of a group of features (or a profile) should provide the 

potential for relatively successful recognition. What is done is that you start identifying useful parameters and test them by 

themselves and in various combinations (see Figure 8.1 for a typical flow chart); you keep adding and testing them until you 

succeed in developing a procedure that is both robust and reliable. Of course, you cannotjust go on adding parameters. If you 

do, you will run into the diminishing returns rule; it states that if you keep adding elements to a process such as this one, you 

eventually will saturate it. First, you will reach the asymptote (peak) of sensitivity, then the power of your procedure will start 

to decay. It could do so until the curve of your ‘success’ ends up in the negative. Hence, your first goal is to identify the best 

parameters that exist for SPID purposes and then combine the most powerful of them (and only the most powerful) into a 

single procedure. This postulation is a key one; indeed, it constitutes one of my major approaches and ... it will serve as one of 

the bases for this book. 

Of course, the trick is to find those parameters that make powerful SPID indicators. I believe that a good approach is to base 

them (and then the vectors) on those natural speech features employed by humans to carry out the ordinary, everyday 

processes of identifying people from their voices. It is my position that they attend to easily identified attributes of voice. 

Some of them are: (1) the pitch level of voice, pitch patterns and variability, (2) vocal intensity patterns, (3) dialect, (4) voice 

and speech quality, (5) prosody (the timing and/or melody of speech), (6) articulation, and so on. All we will need to do is 

organize them and train people and/or machines to apply them. Where did these cited elements or parameters come from? 

They result from both research and observation. That is, we have observed people over the years, plus what they did {and/or 

said they did) when they made identifications. We also developed and experimentally tested these parameter groupings or 

sequences. These efforts paralleled assessment of the early writings and research of other scientists (8-12) and we discussed 

relevant problems and issues with a number of practitioners (well, at least those in whom we had confidence). We continue to 

follow this plan. In any event, an effective approach quickly became obvious brilliant and genuinely helpful as the engineers 

were who analyzed the acoustic speech signal itself (usually for purposes of verification), it was the ‘natural ‘speech features 
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that we found both sensitive to speaker-specific patterns resistant to many of the factors which degrade the process. Indeed, 

ordinary people ‘did it’ and they did it under conditions that sometimes seemed difficult. Thus, we reasoned that we should be 

able to control and refine ‘natural’ speaking parameters for our purposes. If we could, we could then attempt to teach both 

phoneticians and computers to apply them successful! you read all of this book, you will learn about our triumphs and defeats 

a about how successful we have been. 

T Y P E S  O F  S P E A K E R  I D E N T I F I C A T I O N  

As you know, this book is about various approaches to speaker identification. Since there are several, it would appear useful 

to list them before attempting describe them in any detail. In doing so, please let me split the discussion in two parts: 

specifically, SPID by people and SPID by machines. 

SPID BY PEOPLE 

As you will see when you read the next chapter, all of the SPID accomplished down through the ages was carried out by 

human beings (until very recent! that is). A person heard a voice and then attempted to link it to a particular individual, i.e., 

the one whose speech they had heard. The process was as follows first, they listened to the voice, then they carried out some 

sort of auditory-per ceptual analysis of what they heard and, subsequently, they stored the relevant features in their memory. 

They may not have realized they were carrying out this process but they had to have done if they (later) recognized the 

speaker from his voice. In any event, we call this process aural-perceptual (AP)-SPID. As I indicated, until the twentieth 

century arrived, virtually all AP-SPID was carried out by people who had no formal training in this area. Thus, since there 

were no ‘professionals’, it was usually based either on a layman’s familiarity with a particular voice or on his/her ability to 

remember a particular speaker. This general form of SPID existed until the present; it is only recently that we have been able 

to formalize the elements within the process and add two organized approaches to the general, unstructured process from the 

past. The first of these is earwitness identification and the other involves analyses by professionals who are specifically 

trained for that purpose. 

 

Earwitness Identification 
Earwitness line-ups or voice parades are not as common as eyewitness line-ups the use of‘mug books.’ Nevertheless, they are a 

reality. This approach is applied when some person, a victim or an observer, hears the voice of another individual (usually a 

criminal) that they have not seen. Later, a ‘suspect’ is (some! located and law enforcement personnel ask the witness to attempt 

an auditory identification by listening to samples of that person’s voice; i.e., is the suspect the same person that they originally 

heard. In almost all cases, the suspect’s voice is recorded and embedded within a group of voices produced by c people. 

Occasionally, the procedure is conducted ‘live’ but it usually inv< listening to the samples recorded on tapes or discs. While 

selection of the suspect does not ‘prove’ that he or she is the criminal (or voice originally heard), such an occurrence constitutes 

powerful evidence for investigation trial purposes. An example, consider the case of the ‘Small-town Librarian One night she 

received a telephone call just before she closed the library, speaker on the other end of the line said: ‘You bitch, I’m gonna fix 

your d library tomorrow. You’ll be out of a job and good riddance.’ She called police; they checked the library for a bomb. 

Nothing! Nor does anything happen the next day, or for weeks afterward. Just the call. Nevertheless, a c has been committed 

and so the police check out a number of possible suspects. Two of them emerge as potential callers. Of course, forensic 

phonetician: not called in to make the identification as there is no tape recording of the original telephone call. What the police 

simply did was establish an earwitness lineup. They recorded the voices of both the suspects and, then, mixed or them with a 

set of five foil talkers and the other with a different set. librarian heard both tapes and ultimately indicated that the caller was or 

the talkers on the first tape. As it turned out, she was correct and the case resolved by these two ‘voice parades.’ What would 

have happened if librarian was not able to make the identification? Well, the investigation w< have gone on and on (even 

though her lack of identification did not completely exonerate either of the two suspects). It would have continued until she ei 

identified someone or the police ran out of leads. Earwitness identification be reviewed in detail in Chapter 5. 

 

Professionals 
Most of the people in this category start out as phoneticians. A few have t grounds in linguistics; fewer still in computer or 

audio-engineering. These individuals can be considered legitimate practitioners. Unfortunately, however, number of charlatans 

have attempted to invade this field. Most of them involved (even now) with ‘voiceprints’ (see Chapter 6) and, hence, are not 

successful, but they are here, nonetheless. The group includes private detectives ,a few law enforcement agents, technicians 

who work in music studios o have some type of ‘audio’ experience, plus others. As with most fields impostors muck things up 

and, since they make few if any positive contributions, they will not be considered in any detail (see also Chapter 4, however). 

As you might expect, the focus of this book will be heavily on forensic phoneticians and what they do. Chapter 4 provides 

some insight as to how they structure and employ aural-perceptual techniques when they use this approach. Later chapters 

contain reviews of some of their machine processing procedures. Of course, the tasks they must perform are governed by the 

situations they face. In a majority of the cases, they first receive an ‘evidence’ tape recording. It could be a bomb threat or an 

obscene call; an undercover agent might have recorded the conversation using a body bug (they are ‘wired’). In any case, they 

have been given a tape recording of an unknown speaker. The task is to carry some sort of SPID but, before they do, they must 

obtain recordings of a suspect or several suspects. Appropriate exemplars may already be available but, if they are not, one or 
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more must be made. (Incidently, procedures exist which will permit good exemplars to be obtained and appropriate 

instructions will be found in Chapter 4.) It is at this point that the professional must apply a set (or sets) of procedures so as to 

establish the relationships (whatever they may be) between the unknown and known (voice) samples. The method used may be 

aural-perceptual, computer aided or some combination of the two; foil voices may or may not be included. In any event, the 

forensic phonetician is at liberty to apply any procedure (or set of procedures) that will assist him in making efficient and valid 

decisions about the identity of the two speakers. What most of us do is to start with some form of an AP-SPID assessment. It 

will be (usually) followed by some sort of combined (perceptual-machine) processing. 

In turn, there appear to be two schools of thought as to the most effective way to approach aural-perceptual SPID. One group 

stresses the segmental approach with the suprasegmentals somewhat subordinate, a second group reverses this focus. 

Segmentals refer to the speech sounds themselves. Hence, if the focus is on them, the practitioner studies the way the speaker 

produces the phonemes in his speech (see Figure 4.1 for a listing of speech symbols). For example, do they trill their /r/, 

substitute /d/ for /t/ or whistle their /s/? And just how are consonant clusters produced? Do they unnaturally prolong any of 

their vowels; do they use the / o / vowel? Questions such as these are the stock and trade of the ‘segmentalists.’ Both groups 

include analysis of the suprasegmentals among their procedures, but it is the second cohort that concentrate their efforts on 

these features. The suprasegmentals are those functions which underlie speaking. They include such characteristics as vocal 

fundamental frequency (FO) or pitch (is it the same for both the known and unknown speakers?), vocal intensity, prosody and 

speech timing, voice quality or spectra, etc. This type of specialist will consider the segmentals as they too are interested in the 

soui speech as well as dialect, idiolect and accent; however, they consider the paralinguistic elements to be more stable and 

speaker specific than the phor themselves. These approaches are reviewed at length in Chapter 4. 

SPID BY MACHINE 

The differences between speaker verification (SV) and SPID have discussed briefly. All of the approaches to SV involve 

application of ma and/or computer procedures; so do a number of approaches to SPID. A i of several of the more relevant will 

be found in Chapters 7 and 8. The f these two chapters focuses on certain of the earlier attempts (those ini immediately after 

World War II). This discussion will be followed by descriptions of programs of more recent origin. The work at several 

laboratories \ reviewed and a few others featured. How one should go about meeting the challenge by means of computer 

processing will be the theme of the chapter. Specifically, details will be provided about an approach which n leagues and I 

originated and developed over the past 35 years. We have n this approach SAUSI (Semi-automatic Speaker Identification 

system), people from many professions have worked on SAUSI; the more import them were mentioned in the Preface. Over 

the years, the group has inc phoneticians, forensic phoneticians, audio-engineers, computer science linguists and psychologists; 

they have all contributed to SAUSI’s develop Our approach is presented for two reasons. First, the system is now pretty 

developed. Indeed, its users have enjoyed success with it. The second object is just about as important as the first. How we 

formulated our objectives, h selected our procedures, how we structured the experiments and he carried them out is of 

relevance to this book and for a number of reasons. I will provide detail about the developmental process we established as \ 

the experiments we carried out in order to assess our constructs and idea may also be interested in some of the surprises we 

experienced, our frustrations ; and how the dynamic process of research ultimately led to a technique now enjoys a modicum 

of success. The word ‘dynamic’ is probably controlling here since it was the dynamics, plus exhilaration, associated with this 

res program that was particularly meaningful to us. 

A FINAL NOTE 

The admissibility of ‘expert’ testimony tends to follow certain rules. In the for example, it is based on one or another of two 

tests. The older of the referred to as the Fry (13) test. Basically, it states that if a scientific method is to  

be considered valid (the courts usually refer to ‘validity’ by the misnomer ‘reliability’), it must be generally accepted by 

members of the relevant scientific community. The second test is referred to as ‘Daubert’ (14, 15). It is somewhat more liberal 

than Fry as it gives the judge a greater latitude in deciding the testimony he or she can accept. 

My reaction to these issues is twofold. First I am not a lawyer and, hence, am reluctant to advise anyone as to just how the 

courts will respond to any of the various SPID approaches. Second, I am an American and what little I know about legal 

systems or judicial structures is mostly confined to the courts in my native land. Accordingly, I will defer any discussion here 

to the relevant specialists and make only passing reference to these ‘tests’ throughout the book. 

A  F I N A L ,  F I N A L  N O T E  

It was difficult to find a place for this last item. (Can I put it here?) Anyway, it is about the references. You will see they are 

numbered and scattered (appropriately I hope) throughout the text. They are numbered so they will not intrude upon the flow 

of your thought. Second, the listings, are all placed (by chapter) at the end of the book, and for just this same reason. One other 

item. Virtually all of the items found in these reference sections will be cited in the text. There are just a few I did not cite but, 

since I found them useful and/or interesting, I included them as ‘Further Reading.’ 
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CHAPTER 2 

H I S T O R Y  

INTRODUCTION 

So, when and where did it all begin? It had to be a long, long time ago didn’t it? As a start, lets consider the following yarn. 

It was really dark in the cave as wood was scarce and the coals from the fire were not even glowing any more. Gnarly 

was dog tired, he had been gone for 2 days and had come back empty handed. One-Eye had better tend the fire soon or 

he would have to try and borrow some embers from that ugly bunch down on the lower ridge. He was just wondering if 

One-Eye was going to give him something to eat when he felt the hairs on his back and his neck stiffen. Something or 

someone was inside the cave. Gnarly skittled toward the ledge; where was his axe? Just then he heard: ‘Gawall, gawall, 

ugger’ and nearly collapsed with relief. It was Twistjaw. ‘Grunee’ he replied so as not to get brained himself. Let’s hope 

the old guy is bringing us a fat rabbit - or maybe a nice snake. 

It is probably safe to say that Gnarly had to have carried out some sort of ‘speaker identification’ way, way back then. As a 

matter of fact, various types of SPID certainly have been going on for many thousands of years. Perhaps the process developed 

even before spoken language was very well organized. After all, a simple form of signal processing must have existed in even 

the earliest days of our history. For example, did the growl heard by Gnarly emanate from his mate, from his wolf-dog or from 

a great big cat looking to have him for supper? An accurate judgment in such a case would be pretty important to him, that is, 

if he wanted to survive. Of course, it is signal recognition of a simpler form than what we now call ‘speaker’ identification. 

Yet would not the development of such auditory processing procedures be useful in even a general sense? If I were Gnarly, I 

surely would want to be able to differentiate between a crow’s mating calls and its warning cries. Logically, development of 

these skills should lead to even more complex types of auditory processing. To be able to discriminate between the mating 

grunts of One-Eye and those of old Thunderthighs might not just involve personal preference, it might also be helpful in the 

survival of the species. In any case, there is no question that speaker identification h been going on for a very long time. 

E A R L Y  H I S T O R Y  

Logically, you would expect that activity in the speaker identification area would intensify once language and speech became 

routine. If you do, you probably; would be correct. You also would expect that appropriate references would bt made once a 

basic system of writing had been developed. Of course, ancient references such as these might be a little difficult to locate. 

First, you would have to be literate in a number of these very old, and often extinct, languages. You then would have to find 

many, many appropriate specimens of the one you were studying (just how often do you think speaker recognition would be 

referenced?). Very few examples of these ancient languages survive, of course, even when you consider well-known systems 

such as hieroglyphics. On the other hand, the records left by Greek and Roman scholars are both marginally plentiful and 

readable (that is, if you are conversant with classical Greek and Latin). Better yet, useful translations exist in some cases. For 

example, Saslove and Yarmey (1) quote a translation of some writings by the pre-socratic philosopher Heraclitus wherein he 

warns us about earwitness identification. He writes ‘Eyes and ears are bad witnesses for men since their souls lack 

understanding.’ Sagacious is he not? The Roman philosopher Quintillian also proves ‘helpful.’ Of course, like Heraclitus with 

his eyes and ears having no souls, some of Quin- tillian’s opinions are a little off the mark. For example, Hoffman (2) quotes 

him as saying ‘. . . a good speaker must be a good man.’ Wow! That statement certainly could lead to an interesting debate. 

But, when he (Quintillian) gets around to speaker identification, he does a little better (3). He writes: ‘The voice of the speaker 

is as easily distinguished by the ear as the face is by the eye.’ His opinions here were certainly more positive than were those 

of old Heraclitus. Anyway, it appears that speaker identification existed as a recognized entity and did so from the time people 

began writing down their opinions about human behaviors and capabilities. As a matter of fact, if you are driven to do so, you 

probably could find lots of references of the type cited. But to what avail? Speaker identification happened and is still 

happening. It only takes these few references (plus a little logic) to establish the fact that it all started ‘way back when.’ 

' S E M I ' - M O D E R N  T I M E S  

Things get livelier once we trundle our way up to the nineteenth century; well, either they do or the situation simply is one 

where more relevant documents survive, for example, mere are a number ol references to speaker identification among the 

legal records in Great Britain. And well there might be, for the admissibility of aural-perceptual SPID-based testimony can be 
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traced back even earlier: at least to the year 1660, when voice identification was offered in the case of one William Hulet (4). 

Further, things in that country had developed to a point where Yarmey (5) has been able to identify and comment on a 

quotation by Jeremy Bentham who said ‘witnesses are the eyes and ears of justice.’ Of course, Yarmey correcdy points out 

that sometimes these witnesses are ‘accurate, complete and trustworthy; sometimes they are not.’ Also, please do not forget a 

famous 1861 case in New York where the presiding judge permitted a witness to testify that he could recognize a particular 

dog by hearing its bark (6). In this case, a witnesses identified the defendant’s dog as one of two that had killed his sheep. He 

said that the dog had an unusual bark (‘coarse, harsh’) and both the judge - and the jury - agreed on the basis that ‘some people 

have such peculiar voices that they can be identified by acquaintances who hear them talk without seeing them.’ It seemed 

reasonable to them that the same could be true of a dog’s bark. As a matter of fact, before the nineteenth century ended, there 

was even talk about whether or not voices could be recognized over the telephone. However, in a relevant trial (7), the judge 

did not permit such testimony. He excluded it even though the witness in question demonstrated that he was familiar with the 

speaker’s voice. 

Things began to improve even further after the turn of the century. One of the most famous SPID cases of all time occurred 

in 1907 in Florida (8). It involved a rape - one where the defendant was previously unknown to the victim and could not be 

seen during the period during which the crime took place. He was black, she was white. She identified him on the basis of him 

having spoken two sentences to her: ‘I have got you now,’ and ‘I don’t want your money.’ The judge agreed with the victim’s 

testimony, explaining his decision by the following logic: 

‘The manner, time and place of his assault upon her threw her instantly into the highest state of terror and alarm, when all of her 

senses and faculties were at the extreme of alert receptiveness, when there was nothing within her reach by which to identify her 

assailant but his voice. Who can deny that under these circumstances that voice so indelibly and vividly photographed itself upon the 

sensitive plate of her memory as that she could forever afterwards promptly and unerringly recognize it on hearing its tones again.’ 

 

As bizarre as it may seem, this early decision is accepted by many courts, both within Florida and throughout the USA, as an 

appropriate legal precedent for the admissibility of earwitness identification. It is not as good a precedent for other types of 

SPID but it sometimes also prevails under those circumstances. 

Then came the rest of the twentieth century. The next really big excitement occurred when, in 1933, Charles Lindberg’s 

baby was kidnapped. As you probably know, Lindberg had been elevated to international hero status after he became the first 

man to fly solo across the Atlantic ocean. Hence, when his son was kidnapped, and later found murdered, many people in the 

USA joined with him and his wife in their rage and mourning. Indeed, the emotional level ran so high that later, when Bruno 

Hauptmann was arrested and indicted for this crime (9), there was great concern that the authorities would not be able to 

protect him. I can still remember one of my great-uncles telling me about the stress he experienced when he served as one of 

Hauptmann’s prison guards (they were particularly worried about lynch mobs). Anyway, soon after the kidnapping, a man 

called and identified himself as the kidnapper. Intense negotiations were initiated at that juncture and they continued until the 

child’s body was found. During that period, Lindberg apparently heard the kidnapper’s voice twice: once over a telephone (an 

early model, one of pretty limited fidelity) and again in person but briefly and at night. Over 2 years later (during the trial), 

Lindberg testified that he recognized the voice of Bruno Hauptmann as that of the kidnapper. What a sensation his testimony 

created! No one doubted for a moment that he could and did make a valid identification - that is, except for the defense 

lawyers and a psychologist by the name of Frances McGehee. 

Whether Hauptmann was guilty or innocent apparently was not at issue with McGehee (substantial physical evidence 

supported the notion that he was guilty, however). What interested her was the aural-perceptual identification Lindberg made 

over 2 years after having heard the voice of the kidnapper. In response, she conducted two studies (10, 11). They proved to be 

the first ‘modern’ experiments carried out on aural-perceptual SPID (they are reviewed in Chapter 3). She was able to provide 

insight about what might be expected of a lay witness and what can happen to their identification rates over time. Better yet, 

she reported experiments that were well designed and conducted. Indeed, and as you will see, contemporary research tends to 

substantiate many of her conclusions. 

W O R L D  W A R  I I  A N D  I M M E D I A T E L Y  A F T E R  

As you might expect, a number of important speaker identification-related events occurred during World War II. A few of 

those which occurred in the United States may be of interest to you. The first of these resulted from an assassination attempt 

made on Adolph Hitler; it occurred on July 21, 1944 at Wolf’s Lair, his field headquarters in East Prussia. People became 

excited when word of this bombing crackled around the world - but... had Hitler been killed, with a double taking his place, or 

was he essentially unharmed as Joseph Goebbel’s Ministry of Propaganda insisted. Obviously, British and/or US agents within 

Germany could have been asked to find out what had happened but this might take a rather long time. Moreover, an effort of 

this type might not have been successful at all. So, what could be done? For one thing, Hitler had given many speeches over 

the years and a substantial number of them had been recorded and stored - and somebody was still making speeches. Perhaps 
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SPID (or nonidentification) would work. Best yet, several groups of relevant scientists were available, ones that might be able 

make comparisons of the type necessary, i.e., between the old recordings and the new ones. One of these groups consisted of 

several phoneticians and engineers located at Purdue University, Indiana, USA; the team here was headed by Dr Mack Steer. 

For its time, his laboratory could be considered pretty much as state-of-the-art. Better yet, Steer and his compatriots already 

were at work analyzing the voices of a number of prominent speakers. Included among them were Theodore and Franklin 

Roosevelt, Neville Chamberlin, Beninto Mussolini and, of course, Adolph Hitler (12, 13). Steer had been conducting a SPID 

project on Hider’s voice relative to a speech he (Hitler) had denied making. Since this group already was up and running, they 

were given a contract requesting that they determine if the man who was now making the speeches was one-in-the-same as the 

Hitler who had made all of those other ones back in the 1930s and early 1940s. There was a problem in that they had to deal 

with a speaker that had been under psychiatric therapy for many years (14-16) and there is evidence that a voice probably will 

change as a function of certain psychotic conditions (4, 17-22). Another problem was the fidelity of their recorded samples was 

not all that great. Worst of all, they had to complete the project in a hurry. 

Steer and his associates pulled out all the stops (M. Steer, personal communication). They used aural-perceptual procedures 

with both phoneticians and panels of auditors. They also used each and every processing system and device they had (or could 

lay their hands on) in order to assess any of the elements they thought might provide information. After combining and 

analyzing all their results, they came to the conclusion that Adolf Hitler was alive and functioning. Later intelligence proved 

them correct. You also should note that their efforts constituted one of the first cohesive, multivector, efforts in the SPID area. 

Apparently, attempts at speaker identification also were going on at the Bell Telephone Laboratories in New Jersey, USA. 

The scientists there had already succeeded in developing one of the earliest sound spectrographs (the Sonagraph) as well as 

other relevant apparatus. Perhaps just as important, they had been able to recruit a number of top-flight scientists in speech  

communication and audio-engineering. What they actually did or did not do in our area of interest still is not clear (apparently 

much of it was classified) but some of the things they published and/or described certainly have bearing on speaker 

identification. One of their early breakthroughs was the development of a ‘visible speech’ machine or Sonagraph (23, 24). This 

apparatus was quite advanced for its time and, indeed, can be useful even today. It is of import also because it is the very 

device the ‘voiceprinters’ used to develop and apply their ‘method.’ Indeed, they probably did not even coin the name 

‘voiceprint’ as this was done for them by the people at Bell Laboratories. That is, it was there that, in 1944, Gray and Kopp 

(25) wrote an in-house report entitled (you guessed it) ‘Voiceprint Identification.’ Relevant descriptions, plus an assessment, of 

the resulting voiceprint procedure can be found in Chapter 6; hence, they will not be further reviewed here. However, you 

should be aware that, at that time anyway, some pretty good people thought that they might have hit on a useful tool for SPID. 

Anyway, the people at Bell Laboratories have been working on speaker identification and verification for nearly 70 years now. 

As you will see, they have made some remarkable contributions. 

S T A L I N  A N D  H I S  P R I S O N E R  S C I E N T I S T S  

The next excitement actually occurred immediately after World War II, and not in the USA or Great Britain either. It came 

about because another twentieth century psychotic -Joseph Stalin - had achieved dictatorial control over Russia and adjacent 

countries. But to tell this story properly, it is necessary to start 5-6 years prior to the end of World War II. What had happened 

was that literally millions of people living under Soviet domination defected to the Germans when they invaded Russia in 

June, 1941; indeed, in one case, an entire army from the Ukraine did so. Later, the Germans captured huge numbers of loyal 

Soviet soldiers and civilians in their drive toward the cities of Moscow, Leningrad and Stalingrad. After the war was over, 

many of these prisoners - both the deserters and captives - returned, or were returned, to the USSR. At this juncture, Stalin was 

faced with a dilemma (at least from his point of view). Who among this mass of people had been loyal and who had not and 

how could he tell which was which? His solution was a simple one. Treat them all as deserters (whether they were or not) and 

imprison them - his military police could sort it all out later. However, not all of them were sent to suffer, and die, as slaves in 

the Gulags. Those individuals who were highly trained and/or educated in ‘useful’ professions were identified and sent to jails 

where they could be put to work at practical tasks. Included among these many groups were one or two that were forced to 

attempt development of systems for identifying speakers by voice. How well they functioned is not really known. However, in 

1968, the famous author Solzhenitsyn (26) wrote about one such team of ‘scientist’ (phoneticians, linguists and engineers) 

prisoners in his novel The First Circle. The individuals he writes about were incarcerated in a jail near Moscow. There they 

were split up and assigned to a number of projects. In turn, one of the groups was tasked to create a workable speaker 

identification procedure. You can understand how important it would be for the masters of a police state such as the USSR to 

be able to identify their ‘enemies’ simply by voice analysis. In any case, Solzhenitsyn is quite amusing when he describes the 

imaginative strategies used by these scientists and engineers as they attempted to delude their supervisors into thinking they 

were making better progress than they were. 

As you might expect, Solzhenitsyn takes the story yet a step further. Several of the group, (Rubin, Roitman and 

Smovlosidov) become enamored with what they were doing. When they were assigned to determine which of five suspects 

was the person who had committed a ‘crime against the state,’ they took on the project with verve. They joyfully analyzed the 

recordings made of the ‘criminal’ when he committed the ‘crime’ as well as the exemplars of the five suspects. After much 

analysis, they were able to eliminate two of these men plus (possibly) a third. They thought that one of the two remaining 
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suspects probably was the culprit. However, they could not completely eliminate the other one because some of his speech 

characteristics were also like those of the perpetrator. Thus, when Major General Oskolupov showed up, they told him about 

both. ‘That’s fine,’ said the General, ‘I will have them both arrested!’ ‘But one of them is innocent!’ cried Rubin. ‘Innocent? . . 

. not guilty of anything at all!’ replied the incredulous Oskolupov. ‘The security service will sort this one out.’ And, of course, 

they did, destroying both men in the process. Incidently, the term ‘voice- prints’ was used by Solzhenitsyn. Did he 

independently ‘coin’ this term? 

As you might expect, substantive efforts in the SPID area continued in the USSR and now in present-day Russia. One of the 

current leaders here is Ramishvilli (actually a Georgian); he is still active (27-30). Even today, however, the problem of 

accurate speaker identification eludes solution in that country. 

W H A T  H A P P E N E D  N E X T ?  

Things were pretty quiet during the 1950s, but a little research was carried out, much of it in the USA. This was probably 

because most countries in Europe and the Orient were attempting to recover from a devastating war, one that was so 

destructive that its scale is difficult to imagine here in the twenty-first century (difficult even for those of us who served in that 

war). Anyway, the energies and priorities of the inhabitants of those countries were directed toward sustaining life and 

rebuilding their respective economies. Then too, it was only later that changes in our social structure led to a greater need for 

SPID.  

Most of the relevant research that was carried out during the 1950s and early 1960s will be reviewed in the chapters to follow. 

However, certain events of historical interest also occurred, some for the better and some for the worse. Moreover, a trend 

developed when the police started applying any SPID procedure they could get their hands on. 

The thrust here took a number of forms. One involved an increased use of earwitness line-ups; these were patterned after 

eyewitness line-ups. This was because eyewitness identification had been in use for some time and ‘mug books’ had also 

become popular. Indeed, law enforcement personnel had become quite comfortable with these types of investigational 

techniques. It was during this period that personnel employed by many of these agencies began to assume that earwitness line-

ups (or voice parades) would be just as effective as was visual identification. Unfortunately, they did not realize that there were 

substantial differences between the two approaches. For example, they were not aware that memory for heard acoustic signals 

could be quite variable: it was not the same as visual memory. Nevertheless, voice parades were organized and used but, when 

they were, problems arose. For one thing, no reasonable guidelines were available as to how to structure them or how to adapt 

what was known about eyewitness identification. Worse yet, very little appropriate research had been carried out. Thus, police 

departments were quite variable in how they developed earwitness identification and, hence, their use tended not be partic-

ularly rewarding. So many problems were created, a substantial number of professionals became chary about their use (4, 31, 

32); these concerns exist even to the present day. The pros and cons of earwitness identification, the relevant procedures plus 

suggestions for their application, are considered in Chapter 5. 

' V O I C E P R I N T S '  

One of the major happenings in SPID also occurred in the late 1950s and early 1960s. That event was the assault on our field 

by the ‘voiceprinters.’ How did all this nonsense get started? Well, an engineer at the Bell Telephone Laboratories developed 

an interest in speaker identification in the 1950s. His name was Lawrence Kersta, an engineer who had spent most of his career 

assisting scientists with their projects. His interest appears to have stemmed in part from their work and in part from what he 

perceived to be a need for a useful (accurate, efficient) SPID system. It is without question that Kersta knew of the work 

reported by Potter and his co-workers (23-25); he might even have assisted them with their research. He also knew about the 

report on ‘voiceprint’ identification prepared by Gray and Kopp (5). In any case, he attempted to adapt their model for use by 

testing it. What he actually did, however, is a bit of a mystery. It probably would be fair to say that he initially attempted to see 

if the patterns on Sonagrams exhibited features (that is, ones beyond the phoneme patterns being uttered by the speaker) which 

could be used to identify individual talkers. He hoped, I am sure, that some of these characteristics were idiosyncratic enough 

for SPID purposes. How much work he did here is not known but apparently his observations were such that he felt justified in 

proceeding. Subsequently, he carried out some sort of a study. Just what he did here is not clear either - even after one reads 

his publication (33). What he may have done was to record the voices of some of the staff at Bell Laboratories and make 

Sonograms of certain of them. Then he probably asked these or other staff members to attempt to match the patterns found on 

these displays with those for yet other utterances made by these same people. In any case, Kersta claims that his subjects 

achieved 99% accuracy in correctly matching the known Sonagrams with the unknown. 

Ordinarily, an article such as the Kersta’s would have become but a footnote in SPID history or, at best, other investigators 

would have independently tested the approach and negated its use by having uncovered its flaws and inadequacies 

(unfortunately, these assessments did not come until later). Moreover, the 1960s intruded upon the early life of ‘voiceprints’ 

and things in the USA heated up quickly. It was only later that this problem spread to other parts of the world. In any event, it 
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can be said that the US criminal justice system was nearly overwhelmed by the social unrest of the 1960s and the resulting 

increases in crime. One of the most challenging problems came from the use of telephones in criminal activity. Related chaos 

resulted from similar misuse of radio and especially television. The police were left desperately trying to find out who tele-

phoned in the murder threat, who called 911 to take credit for the bombing, who (while visually disguised) admitted on 

television to having set the fires during the Watts riots. At first, there appeared to be no relief at all for law enforcement, at 

least, in the SPID domain. However, it was not long before they noticed the Kersta paper in Nature (10) and asked him for his 

help. He was, of course, only too happy to provide it. That he genuinely felt that he was making an important societal 

contribution seems true; however, there is some evidence that he later realized that what he was doing was flawed and could, 

ultimately, damage society. He continued anyway. 

So, the use of ‘voiceprints’ exploded upon the American scene in the 1960s. It took years before the weight of the relevant 

research (plus court testimony by scientists) demonstrated the harm ‘voiceprints’ were bringing to law enforcement and the 

courts. The misuses of the procedure now are obvious, as is the damage that has been done by their use. Chapter 6 is devoted 

to this issue even though ‘voiceprints’ actually have become but a ‘footprint’ in history. 

Finally, it must be said that a kind of heyday for speaker identification occurred during the 20 years between 1965 and 1985. 

Research still goes on but the emphasis here has shifted more and more toward speaker verification. Of course, the ‘big money’ 

resides with SV as even a passing familiarity with the Internet will demonstrate. However, while rather ironic, the SPID 

problem is still of the greater importance to society. The verification problem would quickly disappear if an accurate and 

reliable speaker identification method became available. Unfortunately, few in the SV area appear to understand this relation-

ship. Then too, the challenge of SPID may be one that is simply too daunting for most relevant scientists. 

Now, we should get on with the rest of the book. My goal is to tell (at least from my point of view) what has happened, what 

is happening and what may happen in the future. Discussion of these issues will be presented on a chapter- by-

chapter basis. 
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C H A P T E R  3  

A U R A L - P E R C E P T U A L  A P P R O A C H E S  

INTRODUCTION 

When one talks or writes about aural-perceptual speaker identification (AP- SPID), the focus is - and has to be - on the listener. 

The type of listener involved is of but modest importance, as are the characteristics exhibited by the speaker and the nature of 

the environment in which the utterances were produced. Accordingly, the focus of this chapter is on the listener and only the 

listener. In other words, the speaker is of consequence only when his or her behavior affects that of the listener. These same 

relationships hold as to when the utterance was produced (years ago or yesterday) or how it was produced (e.g. normally, 

disguised or stressed). All these relationships and occurrences are simply hurdles the listener must surmount in order to make 

an identification. So, please be advised that everything in this chapter revolves around the listener. As you might expect, 

things that will make it easier for them to make judgments will be included; so will those that make it more difficult. Of 

course, the behaviors which can be expected of the listener under a whole variety of conditions (memory for voices over long 

periods of time, arousal, hearing deficits, etc.) are also reviewed, but please permit me to be redundant: the controlling phrase 

here is ‘the listener.’ 

The chapter is organized in sections that are hopefully both logical and readable. The first of these will be on what we know 

about a listener’s ability to accurately remember a voice over varying periods of time; this discourse is followed by several 

about other basic issues. The strengths and weaknesses (for this task) exhibited by the human auditory system are then 

discussed, as are elements (acoustic and otherwise) related to the environment and the nature of the speaker. All this would be 

relatively simple except that we also have to consider the different classes of listeners, the different reasons for attempting AP-

SPID and the different ways of doing it. For example, the listeners may be (1) members of the public, (2) people interested in 

the process (for some reason) but who are relatively uninitiated or (3) trained professionals (usually forensic phoneticians). 

While many of the elements present will affect them equally (or, at least, in a similar fashion), others will not. Then too, the 

listener may be responding to the speech samples as a witness in a voice parade or as a subject in a study. The task may call 

for a simple ‘yes-no’ decision about a side- by-side comparison of two voice samples or the selection of one voice out of 

many. You can see, I am sure, how even these few situations can complicate all those other relationships. Thus, while the 

overall focus of this chapter is on the basics of aural-perceptual speaker identification, certain of the discussions (in some 

cases entire sections) include perspectives on how one or more of these external elements/events can modify the relationship 

being presented. Finally, do not be concerned when you discover that this chapter is only about AP-SPID. Discussions about 

the use of computer-based procedures and/or ‘mixed’ approaches appear later. 

R E M E M B E R I N G  V O I C E S  

First, please reconsider the discussion about the kidnapping of Charles Lindberg’s child (see Chapter 2) and how Frances 

McGehee carried out research (1, 2) in which she attempted to assess his ability to identify the kidnapper (made 2 years after 

hearing the voice in question). You also should remember my contention that McGehee’s efforts initiated modem research on 

AP-SPID: but what did she do, how did she do it and what did she find out? 

In her first study, McGehee selected sets of speakers drawn from a subject pool of 49 individuals (31 males, 18 females). In 

her primary procedure, she had one of the speakers orally read a 56-word passage to the listeners, and do so while standing 

behind an opaque screen. These listeners were clustered into 15 different groups (for the different experiments) whose 

members were drawn from a total population of 740 students (554 males, 186 females). The identification task was simple; 

she had the members of each group first listen to the voice of the speaker. They heard his voice again (later) but, this time, he 

was randomly assigned to a kind of ‘voice line-up’ which also included five foil talkers (everyone spoke behind the screen, of 

course) who also uttered the same phrase. The listeners simply wrote down the number of the speaker they thought they had 

heard originally. Obviously, the foils were people the listener- subjects had not heard before. In any event, McGehee repeated 

this procedure after 1, 2, and 3 days, 1, 2, and 3 weeks and/or 1, 3, and 5 months (that is why she needed so many subjects). 
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McGehee reported data from both this main study and from a number of sub-experiments. That is, in addition to memory 

decay for voices (the primary study and the one of greatest interest to us), she also attempted to determine such things as 

whether men or women were best at recognizing voices, how various other parameters (speakers with foreign dialects, voice 

disguise, etc.) affected the recognition process, and so on. However, and as indicated, her key set of data came from 

investigations of the decay in the correct identifications which occurred over time. She was able to report scores of about 83% 

(correct) after a lapse of 1 day and, also, that this level was pretty much sustained for about a week. The first real drop in the 

correct identification scores came after 2 weeks (down to 68%), another occurred after 3 months (down to 35%). Finally, after 

5 months, her subjects were only able to correctly identify the talker they had heard originally about 13% of the time (less than 

chance). 

In her second investigation, McGehee (2) replicated much of her research on memory decay (i.e. for unfamiliar voices over 

time). However, in this instance she changed the procedure from one involving live speakers to that where recorded voice 

samples were used as stimuli. After all, working with live subjects hidden behind a screen is a little cumbersome. 

Nevertheless, her results were quite similar to those from the first set of experiments. That is, she found correct recognition for 

the recorded voices to be at the 85% level, whereas the mean for the live samples was 83%. These levels continued to roughly 

parallel each other; for example, mean accuracy for the recorded voices after 2 months was 45%, whereas it was 46% for the 

live ones. Again, she studied a whole series of other issues; however, they are of minimal import to us at this juncture. 

You must agree that McGehee’s research was pretty methodical. Indeed, it provided the first set of defensible data as to how 

the recognition process works. It also provided some basic concepts fundamental to the understanding of AP- SPID and 

specific information about what can be expected of an individual who is faced with an earwitness line-up. 

A review of the relevant research that followed McGehee’s will reveal that the findings reported by other authors tend to 

substantiate hers, at least in the main. Her research, as well as newer data, tend to support the idea that reliance on aural-

perceptual identifications, particularly those of a previously unknown talker, may not be as robust as we would wish. 

However, few experiments in this area have directly replicated McGehee’s and, therefore, our knowledge about this issue still 

is just a little sketchy. 

What other data are available? In an early study, Bricker and Pruzansky (3) reported that, on day 1, they obtained 98% correct 

identification of speakers known to the listener when sentences were employed as stimuli. However, identification accuracy 

fell to 56% only a day later. This second-day effect would be striking except that it was confounded by the use of restricted 

speech samples (i.e. syllables) and unfamiliar voices. Nevertheless, their data, while somewhat tangential, were reasonably 

consistent with McGehee’s. On the other hand, Yarmey and Matthys (4) reported somewhat different results. When they 

carried out a slightly different project on short-term memory for voices (tests of up to 1 week from the initial exposure), they 

found no significant reduction in correct identification. However, they did find an increase in the false positive rate and thus 

concluded that their subjects’ ability to recognize speakers actually did deteriorate somewhat (because of this increase in ‘false 

alarms’). 

Research of an even more appropriate nature also has been reported. For example, Clifford and his associates (5, 6) studied 

the ‘decay’ relationship by means of a procedure that paralleled McGehee’s; they also found that identification accuracy was 

systematically reduced as a function of time. On the other hand, while Papcun et al. (7) and Saslove and Yarmey (8) also 

reported overall trends that generally agreed with those of both McGehee and Clifford, their decay slopes often were quite 

different. Moreover, they observed a few reversals among their data. Thus, while these authors generally substantiated the 

position that a listener’s identification of a voice decays over time, they also established that it is not always possible to predict 

the exact pattern of these trends. 

A couple of our own studies (9 and unpublished data) can be used to clarify several of these issues. The purpose of these 

studies was to test some of the basic patterns associated with identification accuracy plus generate insights about certain of the 

strengths and weaknesses of the earwitness procedure. We also tried to conduct the research under ‘real-life’conditions. The 

listener-subjects were law school students who saw and heard the onslaught of an ‘assailant’ who burst into their classroom 

and for a couple of minutes abused a ‘victim’ (who had been ‘planted’ in the first row of the small amphitheater). The students 

then were assigned to groups (counterbalanced by where they sat) and, among other things, were asked to participate in both 

earwitness (recorded) and eyewitness (photographic) lineups at specific times of up to three weeks after the event. The decay 

in correct identification generally was what we expected, yet we found a quirk in some of our data. Basically, it was found that 

two of the four groups exhibited more correct identifications after a 2-wk delay than did the others for the earlier trials. Why 

did this happen? Was it coincidence? One might be tempted to say that the phenomenon was real and attempt to explain it on 

the basis of Brown’s (10) argument that identifications associated with longer latencies might be easier to organize than those 

for shorter ones. Perhaps so but, if true, why did this pattern not occur with all groups in all studies? Nor were the trends 

consistent with the classic ‘forgetting curves’ suggested by Ebbinghaus in the nineteenth century (see ref. 11); he argued that 

much ‘forgetting’ happens quickly and that a decay curve, while somewhat muted, will be orderly as time lengthens. The 

second study in the series provided a somewhat different pattern. The curves here followed a more traditional form and, thus, 
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were somewhat different from those found in the first. Accordingly, the data obtained from this (second) experiment were 

more consistent with McGehee’s than are those from, at least, some of the other investigations. So, what can safely be said about 

temporal decay of memory for voices? Well, there is no question but that the latency between hearing a voice and having to 

identify it can be critical as reduction in accuracy can be expected to operate as a function of time. However, it is not yet 

possible to specify exactly what this curve will look like in all instances or what can be expected of any particular individual. 

There are just too many variables which can affect the process. 

N O N C O N T E M P O R A R Y  S P E E C H  

While it might appear more natural to continue the discussion of basic listener characteristics, there is a related (but somewhat 

different) issue that begs recognition at this point. It concerns the use of noncontemporary speech samples in speaker 

identification. That is, the term ‘noncontemporary’ SPID refers to where samples of a speaker’s utterances are obtained at 

different points in time and then later subjected to some sort of an identification process. Thus, it is the talkers’ speech (or 

potential changes in it) that creates the challenge. However, please do not be misled, the focus here has not shifted to the 

speaker. Rather, it still is on what the listener can do - in this case with comparisons of speakers wherein their samples are 

separated by periods of time. 

It has been suggested that noncontemporary speech poses just as difficult a challenge to the speaker identification process 

as does the decay resulting from a listener’s limitations in memory (12). Yet, the two issues actually are quite different and 

these differences can be appreciated by consideration of Figure 3.1. Here, the tasks involving judgments of noncontemporary 

speech samples are portrayed in the top panel; a typical earwitness line-up procedure (lower panel) defines the memory decay 

problem discussed in the last section.  

Figure 3.1 

A portrayal of the differences between 
 noncontemporary SPID (top box) and  
earwitness identification (bottom box).  

In the first of the two, a processor (P is an auditor or computer operator 
) attempts to determine whether or not the speakers heard in 

 samples (A) and (B) are the same person.  
Note that it is the recordings which were made at different times. 

 In earwitness identification, there are  
no recordings of the perpetrator’s voice (C).  
Rather, the listener (L) attempts toremember 
 his voice and pick it out of a line-up (D-H). 

 

 

It is surprising but very little research has been carried out in which these ‘noncontemporary’ relationships have been studied. 

Of course, Endress et al. (13) did address it, at least tangentially, when they investigated the effects of aging on speaker 

identification. As with Suzuki et al. (14), they studied changes in certain speech characteristics but found no ‘universals’ even 

over long periods of time. Thus, it may be possible that there is but a single investigation in which the author formally 

addresses the effects of noncontemporary speech on the identification process. The report in question is one by Rothman (12) 

who studied this issue as part of a larger project. Basically, he recorded two dozen talkers and, then, had them re-record the 

same passage one week later. His experimental tape consisted of matched samples with one of the pair drawn from the earlier 

session and the other from the later one. Sometimes both were produced by a single talker, other times each was produced by a 

different person. He then had a group of listeners attempt to determine if the voices in a pair were the ‘same or different’ (an 

ABX design). His results were somewhat unexpected, as he reported that his mean correct identification scores dropped to 

42% when the noncontemporary samples were presented. If accurate, these results are of substantial importance, since they 

indicate that use of nontemporary speech samples would be detrimental to the speaker identification process - especially if 

aural-perceptual procedures are used. 
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Then, in 1995, Schwartz (15) began to wonder if peoples’ voices actually could change dramatically over relatively short 

periods of time. In order to assess this question, she carried out a pilot study that roughly paralleled Rothman’s. Her results 

were not consistent with his even when she took the slight differences between their tasks into account. That is, he had placed 

some ‘sound-alikes’ among his pairs and she had not. In any case, her work led to a larger series of investigations which were 

carried out in an attempt to resolve the controversy (16, 17). 

The procedures used in the first of these two projects were structured as four parallel experiments. Two 

of them involved relatively short speaking latencies; that is, speech samples were obtained, and then, 

obtained again, 4 and 8 weeks after the contemporary recordings had been made. A second group of 

talkers produced sets of samples 4 and then 32 weeks apart. The third and fourth studies involved 

comparisons for rather long delays, i.e., those of six and 20 years. The speakers for the first two of the 

experiments (i.e., those involving the 0-4, 0-8, 0-32 week differences) were normal, healthy males 

drawn from the faculty, staff and students at the Institute for Advanced Study of the Communication 

Processes, (IASCP), University of Florida. Those for the longer latencies (i.e. 6 and 20 years) were 

individuals who currency were available but who also had been talkers in earlier (related) experiments 

and, hence, had high-quality samples of their speech stored in the IASCP database. Since at least 10 

talkers were required for each procedure, sufficiently large groups (where subjects met 1 past and 

present selection criteria) were found only in the 1989 database (6 :years prior to 1995) and in that 

obtained in 1975 (a 20-year separation). The samples (consisting of 6-9 sec. sentences) were pulled 

and checked; the objects were then rerecorded using the same speech material. A total of 149 editors 

were used; they were distributed among (the listener) groups in sets trying from 30 to 41 members. 

The experimental task was structured as a ran- domized/counterbalanced paired comparison technique 

(ABX) with the listener indicating if the pair they heard was produced by one or two speakers, 

between 68-74 token pairs were presented in four identical experiments; variation in design resulted 

only if a single time-pairing (for example 0-6 years) r two (for example 0-4 and 0-8 weeks) was 

administered. Listeners also were ;required to meet a number of selection criteria; including both a 

speech reception hearing test (SRT) (>92% correct) and a competency test. That is, they had to 

demonstrate that they could recognize which of a series of test pairs were produced by a single person 

and which by two different people at a level of 5% correct or better. These criteria were checked first 

and, if a subject did not each the 85% level, their experimental responses were immediately discarded. 

Actually, none of the auditors had to be eliminated for this reason as their correct scores were in the 

ranges of 90-100% and 87-100% respectively.) 

The results of this research can be best understood by consideration of igure 3.2. As can be seen, the 

subjects exhibited the expected 95% correct identification level for the contemporary speech; 

subsequently, their scores dropped (4-week condition) to an accuracy band roughly between 70% and 

 

Figure 3.2 

Graphic dispay of the mean scores from Hollien and Schwartz (16). The subjects responded to noncontemporary samples as a function of delays of from 4 

weeks to 20 years. The contemporary baseline is the mean (95.1%) for all listeners. The fitted curve is a second-order polynomial. 
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85% and stayed there for up to 6 years. It was only after a 20-year separation that the judgments became unstable. This 

research demonstrates that using noncontemporary speech samples will have little effect on AP-SPID. At least they will not 

until very long periods of time have elapsed. 

Once the primary relationship had been established, a number of additional questions began to surface. For example, why 

did a drop of about 20% in the identification scores occur between the contemporary utterances and those after a break of only 

4 weeks? Why did a very sharp drop occur between the 6- and 20-year separations? Accordingly, we structured six 

experiments designed to address these questions. We have completed three (17). The aim here was to test for the potentially 

confounding effects of gender, of training and for (one set of) external variables. That is, the issue of gender involved the 

possibility that one or the other of the sexes might have performed differently than the other. This possibility is important 

since the female to male ratio ordinarily is at least 2:1 in university-based experiments of this type. The basis for the second 

question can be traced back to McGehee (1) who reported that the performance of her male listeners was markedly superior to 

that for her females. Down through the years, anecdotal, and tangential evidence (while mixed overall) occasionally supported 

her position. Of course, most of the more recent studies have not shown differences of this type (4, 5, 19), even though a mild 

trend can sometimes be seen. In any event, this study was patterned almost identically with the primary experiment, except 

that we compared the performance of 44 males with 44 females. When we contrasted their mean response, we found them to 

be almost identical. Hence, our results are in agreement with those from similar projects reported during the past 20-25 years: 

they certainly do not support McGehee’s position. Since both sexes did equally well on the task, it is predicted that listener 

gender will have little to no effect on AP-SPID. 

The second experiment in the series focused on training; it was based on the possibility that professionals would perform 

differently than student listeners (18, 20, 21). The question asked was: ‘Might the drop-off between the judgments of 

contemporary and noncontemporary speech be due, in part anyway, to the relative inexperience of the student auditors?’ 

Accordingly, we compared their responses to those obtained from a group of ‘professionals’ consisting of eight phoneticians 

with both advanced degrees and experience with speaker identification tasks. Replications were carried out for the 0-4 week 

and 0-20 year contrasts. The phoneticians did strikingly better at both tasks (see Table 3.1); this difference was, of course, 

expected (18, 20). In any event, the data underscored the fact that trained, experienced phoneticians can be expected to carry 

out speaker identification tasks in a manner substantially superior to individuals who do not enjoy similar backgrounds and 

experience. 

 

The third investigation in the series was designed to determine if (at least) one type of a ‘distractor’ could interfere with 

listeners ability to carry out accurate speaker identification tasks. There is some evidence that such might be the case (22-26). 

Except for the experimental factor, the procedures employed were virtually identical to those used in all projects cited here. 

That is, the experimental tape recording used in this case consisted only of pairs of speakers who were ‘sound-alikes’ (brothers, 

fathers and sons, and so on). We postulated that these built-in talker similarities would degrade the discrimination task, but if 

they did not, correct identification scores in the neighborhood of 75-80% would occur. However, a more serious reduction than 

expected occurred (note Figure 3.3). As can be seen, the listener groups performed appropriately when 
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the contemporary utterances were presented (i.e., at the 94% level). However, their scores dropped sharply when the 

‘distraction’ of sound-alike speakers was confounded with the fairly short time separation of 4 weeks. Note the marked 

reduction (to 42%); it is well beyond that which would be expected for the latency alone. Moreover, this level was close to 

Rothman’s even though his delay was but a week and only about half of his speakers were sound-alikes. As stated, the research 

literature abounds with lists of possible sources of degradation (27-30): hence, at least some reduction in accuracy was 

predicted. What was not expected was the extent of the drop. Quite obviously, a number of factors here must be researched if 

human performance in this area is to be better understood. 

In summary, the SPID experiments using noncontemporary speech have pretty much ruled out the (previously) predicted 

reduction in a listeners capability to identify individuals from samples made at different points in time. Rather, it appears that 

this factor can be expected to create only minor problems in the SPID process. Experienced professionals (at least) should be 

able to perform well even when the separations are in the order of decades. Of course, a particular individual might show 

behaviors sufficiently different from the group to be counted as an exception (or an outlier), but it would be expected that most 

people would exhibit the patterns reported above. Finally, it does not appear that machine processing will be gready affected by 

the use of noncontemporary speech. 

BACK TO GENDER AND TRAINING  
Now that two of the major issues have been resolved - or, at least, reviewed - it should be possible to return to a more 

traditional form of discussion. But first, you undoubtedly will have noticed that two listener characteristics already have been 

introduced. They are listener gender and the effects of training. It should be useful to revisit them, at least briefly, even though 

they already have been partly covered. 

GENDER ISSUES 
As will be remembered from the earlier discussions, the relationships between gender and identification accuracy, while a little 

variable, did not lead to male-female differences. That is, while McGehee (1) suggested that male auditors can be expected to 

perform at levels better than those for women, a later study (23) tended to portray females as somewhat superior. On the other 

hand, most investigators have reported that, other things being equal, the sexes do not appear to differ a great deal with respect 

to SPID accuracy (4, 5, 17, 19, 30). But what does this tell us? It probably means that, when all the data are considered, men 

and women will perform equally well on perceptual tasks of this type. It is conceded, of course, that you might draw a person 

of one sex, or even a group, that is better (or worse) than the other but such would be the exception, not the rule. 

At this juncture, it seems convenient to consider a reverse, but somewhat related, issue. The question here is: can listeners 

accurately identify the sex of the speaker? At first glance, the answer would appear obvious as, in most cases, this task should 

be an easy one. You simply listen to the speaker’s fundamental frequency (F0) plus, perhaps, to the more subtle aspects of his 

or her vowel production. If you are careful, you should be able to identify the speaker’s gender accurately and do so with but 

minimal effort. That is, you should be successful (31, 32), unless they are among that small population who have FOs and 

vowel formants that lie between those for men and women, or if they are transsexuals attempting to speak in a manner 

consistent with their new gender (33-35). Indeed, there is some evidence (37-39) that you can make reasonably accurate 

judgments of gender simply by listening to a speaker’s consonants (or even, just their fricatives). However, please remember 
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that identification of a speaker’s sex is but a byproduct of the task at hand. The main job, of course, is to identify the 

individual. Nonetheless, the AP-SPID, as related to a person’s gender, is a facet of the entire process; we must be aware of it if 

we are to develop a reasonably good understanding of this sector in the SPID domain. 

TRAINING 

The relationship between identification accuracy and training also was considered earlier; it will be reviewed again in Chapter 

4. About now, you certainly must be thinking: ‘Why is this author being so redundant?’ Well, a discussion of training is 

germane to all three of these sections. Hence, where should I put it? Why, in all three places, of course. 

First, you undoubtedly are aware by now that phoneticians ordinarily will do better (to much better) at perceptual identification 

tasks. They will do so especially if their training includes experience with forensics and if they intelligently structure the 

assessment procedures they use. In the section that follows, however, we are interested more in describing professionals simply 

as listeners rather than how they would go about doing their job. Dejong (27), among others, has addressed this issue. She 

suggests that ‘while general training in Phonetics [will] increase identification accuracy only slightly, specific training in 

forensic phonetics [will] improve it considerably.’ In support of this postulation, she refers to Hirson and Duckworth (40), 

Hollien and Thompson (41), Huntley (42); Koster (18); Nerbonne (43) and Shirt (21). Although Dejong’s position is essentially 

correct, several of her references actually describe tasks that are only tangential to SPID. However, a number of core studies do 

exist and these are fundamentally relevant to the issue. If you will permit me to review three (two of which are also listed by 

Dejong), you should be able make up your own mind about the controversy (albeit a minor one) which exists in this area. 

First, Dejong’s argument that general training will only slightly favor the phoneticians in SPID tasks is pretty much based on 

Shirt’s 1984 report (21). That investigator developed a procedure based on 74 recorded voices provided by the British Home 

Office. She then had 20 phoneticians and an equal number of untrained ‘controls’ carry out three fairly difficult listening tasks. 

A total of 40 phoneticians (not forensic phoneticians, however) were contacted; of the 26 who responded, 20 were used in the 

experiment. The speaker ‘group’ was large and the sample short but the auditors were permitted to use all the time they wished 

(1-14 h) in completing the task. Essentially, she found that, while the top ‘naive’ subject did about as well as the best of the 

phoneticians, the professionals, overall, did rather better than the untrained subjects. Thus, the contention here can be argued 

either way; i.e., that (1) phoneticians can be expected to do somewhat better at SPID than the lay public or (2) that training in 

phonetics results in only a minor advantage. However, it also should be noted that neither of the groups in the Shirt research 

apparently used the structured systems of the type ordinarily employed by modern forensic phoneticians. This limitation is a 

rather important one as it may be expected that judgments based on well-organized procedures will be superior to those which 

are restricted and/or general. This ‘leveling’ process may mute the differences between the two classes of listeners. 

The second study finds Koster (18) reporting that his phoneticians did very much better at a SPID task than did his controls 

(students). These groups were contrasted in several experiments where all were asked to identify people that they knew. Again, 

unstructured procedures were used, as were rather short speech samples. However, in this case, not one of the phoneticians 

made even a single error. The third study (20) was carried out with native speakers of German. Talkers were six individuals 

who read a rather long passage (in German); the two listener cohorts consisted of 10 forensically experienced phoneticians and 

17 untrained individuals. Eighteen samples (half over the telephone) were obtained for each of the six speakers; they then were 

randomized ( N =  108) onto an experimental tape. The 27 listeners (both groups) were first provided training so as to 

familiarize them with the voices and then they were played the experimental tape. Their task was to identify each of the six 

speakers whenever their voices occurred. Schiller and Koster report that the phoneticians correctly identified the target voices 

(they called them ‘hits’) 98% of the time whereas the controls only achieved a level of 92% correct; the difference between 

these means was statistically significant. Listener selection of a foil as the target (an error) also was assessed. This ‘false alarm’ 

rate also was found to be different, i.e., 1% vs. 2%, respectively. Of course, this study relates more to earwitness line-ups than 

it does to basic research on AP-SPID. Nevertheless, it provides additional support for the position that formal training in the 

phonetic sciences is advantageous when one works in the area. Indeed, I have observed the dynamics of that relationship down 

through the years and have records of the performances of: (1) trained phoneticians, (2) phoneticians in training and (3) 

untrained controls when they attempted aural-percep- tual tasks. The subjects with relevant training consistently scored higher 

than did the others. 

In summary, it appears clear that trained professionals can carry out speaker identification procedures in a manner superior to 

that exhibited by untrained individuals. Phoneticians ordinarily can do so even under conditions where they (1) have but 

minimal training in forensics, (2) are unfamiliar with the talkers, (3) face an unstructured evaluation process and/or (4) are 

provided with only limited samples. It now appears clear that specialized training in forensics, plus the use of systematic and 

structured aural-perceptual procedures, will permit this class of professionals to perform reasonably well in forensic-based 

identification. 

Yet another aspect of this situation can be assessed when the students who are used as listeners are considered. Subjects of that 

type simply are not typical ‘lay’ listeners, primarily because they are educated and often have backgrounds in phonetics, 

linguistics and/or speech. Moreover, before they are used, they usually have to demonstrate that they (1) have normal hearing, 

(2) are able to carry out the SPID tasks at reasonable levels of competency and (3) will perform well, at least when the task is 

optimal (contemporary samples, high-fidelity recording conditions, etc.). Thus, it can be expected that students ordinarily will 

perform better than will the lay public. These advantages undoubtedly serve to mute the separation between the student-
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subjects and the professionals. However, they still cannot be expected to match the performance of the latter group. Further, the 

differences between these two classes of listeners will be even greater when conditions are degraded in some manner. 

Let us now proceed to new issues. For your convenience, I have attempted to group them into related clusters. 

I S S UE S  I N VO L VI NG  TH E  S P E E CH  S AM P L E  
At least two aspects of speech sample presentation appear to affect listeners when they attempt SPID: one is the size or duration 

of the sample and the other is its acoustic quality. Sample duration will be considered first. 

When the nineteenth century US President, Abraham Lincoln was asked how long his legs were, he replied, ‘Long enough to 

reach the ground.’ The same is true in relation to the length of speech samples when they are used in forensic speaker 

identification. If you are attempting an analysis, you naturally will want them to be long enough to permit you to be successful. 

Kiinzel (44) for example, indicates that, as a rule, the German BKA (Bundeskriminalamt) requires that at least 30 sec. of 

speech be available if they are to attempt any type of speaker identification. There is no question that a sample of this 

magnitude is most desirable but can SPID be successfully carried out even if duration is compromised? Perhaps we can better 

understand the potential limitations here if we consider the available research. Most of it is at once off the mark and yet basic to 

it. Consider the following example; in 1954, Pollack et al. (45) published a study in which they report that identification 

accuracy can be improved by increasing speech sample duration but that these increases will only occur for periods of up to 

about 1200 ms (1200 ms equals 1.2 sec.). For longer periods, they say, accuracy does not seem to be related to duration but 

rather to the speaker’s phonemic repertoire. These statements have bothered me for some time as I find it difficult to ‘enhance 

repertoire’ without also increasing the duration of the speech sample. Perhaps the discussion to follow will help in clarifying 

this relationship. 

Consider what other researchers have reported (46—48). Several of them also have studied the effects of utterance duration on 

the identification task. They appear to agree with Pollack’s group in that their data suggest that levels of correct speaker 

identification correlate with utterance duration only for brief periods of time and that longer productions are important because 

they permit listeners to sample a greater corpus of the speaker’s phonemes, phrases, speech patterns, and so on (S, 30, 49). In 

fact, one of these authors (30) insists that the greater the opportunity one has to listen to a particular speaker the ‘greater the 

accuracy of identification.’ He supports his position here by indicating that he has found accuracy to improve when samples 

were increased from 3 min to 8 min (4, 50). However, he warns that the false positives often will increase in parallel with this 

rise in correct identification. He notes also that, even though rather long samples were used right from the start, the increases in 

accuracy were sustained as he continued adding to sample size. These data suggest that people unconsciously process and store 

what they hear in real time but keep adding to the sets as new stimuli are encountered. However, it also should be stressed that, 

even though listeners may quickly organize and store these memories, stable and efficient recall may take a while. As an 

example most of you have heard your Mom speak literally thousands of times. Thus, her voice should be easy to recognize. On 

the other hand, precise recognition of your new friend (from just his voice) may not occur for several weeks. Why? Primarily 

because it will take that long for you to process a large enough amount of his speech into a reliable system of memory patterns. 

So, how do these studies relate to sample duration? They suggest that, even though Kiinzel makes a strong point about sample 

size, the half-minute cutoff he specifies should not be considered absolute. Of course, the 10-sec. (or 10-word) minimum 

suggested by certain other forensic specialists may be less than marginal. Yet, it occasionally may be possible to evaluate 

samples falling (timewise) between these two boundaries, at least where the conditions are favorable. 

The second issue in this section relates to sample quality or fidelity. First, it is a given fact that, if you cannot hear the person 

who is speaking (because of a signal which is too faint, noise which is too loud, or similar), you cannot make any identification 

at all. Moreover, listener performance will be limited if the speech signal can be heard but is seriously degraded by the presence 

of (1) multiple speakers, (2) whispered speech, (3) utterances in unusual voice registers (vocal fry or falsetto, for example), (4) 

speech materials of an obscure nature, (5) speakers whose utterances overlap, and so on. The identification accuracy even of 

known speakers can deteriorate under these conditions (46, 48, 51-53). These factors are presented first because they relate to 

the quality of the sample not its acoustic fidelity. Hence, they often are, but should not be, overlooked. 

As would be expected, acoustic conditions can seriously damage sample quality. The two most harmful are noise and limited 

bandwidth. As we have discussed, noise can take many forms: it can be broad band or narrow band, steady state or intermittent. 

It can be ‘noise’ even though the signal is not aperiodic in nature. That is, competing signals such as speech by others, music, 

etc., can interfere with the AP-SPID process (or any form of SPID for that matter). Signals of this type are cleverly referred to 

as ‘forensic noise.’ In any case, noise in any form can mask or distort the speech signal produced by the talker you are trying to 

identify. The louder the noise, the greater the problem; the larger the number of its frequencies which reside within the speech 

band (defined as, roughly, 350-3500 Hz or 250-4000 Hz), the more serious the problem. As you can see, when the frequency 

band of the noise is combined with its strength and internal frequency patterns, the problem can become a complex one. For 

example, a loud, broad band, steady-state noise constitutes a greater threat to successful SPID than would a narrow band of 

low-energy, intermittent noise. However, while there is little question that the presence of noise can degrade the SPID process, 

a judicial use of filters (both digital and analog), plus other apparatus, can mitigate its effects. For a more complete discussion 

of this problem and its remedies, see the sections on channel distortions and speech enhancement in Hollien (28). 

Another factor which can reduce speaker identification accuracy is that of 

 

 

 



30 

 

 

Limited signal (frequency) bandwitch.While this problem can result from operation of a number of electronic devices, its most 

common source is the telephone. Indeed, some telephone or microphone characteristics are so sharply limited (see Figure 3.4) 

that any signal passing through them will be degraded (28, 44) and speaker recognition rates can suffer. Techniques exist which 

can aid in mitigating the effects of limited frequency passband, but they are not as easy to use as those which can be applied to 

counteract levels of low energy (in that case, you turn up the gain and filter out the noise) or even most types of noise. On the 

other hand, the degrading effects of reduced frequency response are not usually as debilitating as are the others. Reasonably 

effective SPID can be carried out on speech obtained over a telephone link (28, 54-57) hence, this factor, by itself, will rarely 

preclude acceptable speaker identification.  

F AM I LI A RI TY  W I TH  TH E S P E AK E R  
We now come to the nasty issue of ‘familiarity.’ What happens to AP-SPID if the listener (always the listener, dear reader, 

always the listener) is ‘familiar’ with the speaker’s voice? And, how does ‘familiar’ differ from ‘very familiar’ or, conversely, 

from ‘kind of familiar’ or ‘just barely familiar’? Information provided by relevant investigators should permit us to make 

reasonable decisions here. First, however, it would be useful to consider how forensic phoneticians judge the layman who is 

about to become a SPID witness; that is, how we judge those individuals who say they are ‘familiar’ with a particular speaker’s 

voice. You probably would opine that if the witness in question intimately knows the talker and their speaking characteristics, 

they should be able to identify that person and do so easily. True, but practitioners sometimes face the challenge of intelligently 

determining if that individual actually does know the talker and does so well enough to make the identification. It is not just 

that we must be accurate for the sake of both the witness and the suspect, we also must provide detectives, prosecutors, defense 

attorneys and/or trial judges with the information they need if, in turn, they are to be effective and responsible. In any event, it 

sometimes is necessary to assess the witnesses’ (i.e., the listeners’) strengths, skills, reliability, weaknesses and so on. If we 

find that they are competent to carry out the task, we can recommend that they simply do it. In these cases, there is no need to 

create an earwitness line-up or for the forensic phonetician to ply his trade either perceptually or by firing up their computers. If 

the witness in question is marginally competent, we then have to make an assessment as to whether they should be allowed to 

participate at all and, if permitted to do so, under what limitations. If we are to make responsible judgments, we must dip into 

the available research and our own experience. But, first, the research. 

The question: what do we know about levels of familiarity and how do they affect the ability of a witness to make accurate 

judgments about speakers? Fortunately, a rather large body of research exists, one that addresses these assumptions either 

directly or, at least, tangentially. In turn, the results and findings here can be used to make the cited decisions. As a start, permit 

me to review a study we carried out some years ago (24). The objectives of this research were several: we sought to (1) assess 

the importance of auditors being acquainted with the talker’s speech, (2) estimate their ability to resist the effects of disguise 

and stress and (3) determine if a foreign language can affect the recognition process. For the present discussion we will discuss 

only the first of these issues. The speakers for these experiments were 10 adult males that we recorded uttering ‘standard’ 
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speech samples when speaking (1) normally, (2) under stress (electric shock) and (3) when attempting disguise. Three classes 

of listeners heard the sample under highly controlled conditions; they included (1) a group of individuals who were very 

familiar with all 10 talkers, (2) a group of listeners who did not know the talkers but who were trained to identify them and (3) 

auditors who neither knew the talkers (they were ‘trained’ also) nor understood the language being spoken. As may be seen 

from Figure 3.5, significantly different performances were observed among and between the three cohorts. Note that the 

listeners who knew the talkers performed very well indeed (even in their response to disguise) and that none of the other groups 

approached their levels. These data certainly demonstrate that listeners who  

 
know the speaker can be expected to identify them almost all of the time and do so even under difficult to very difficult 

conditions. Such was the case here; i.e., each ‘experimental’ talker had produced two samples each of the three types of speech 

(i.e. normal, stressed and disguised) for an overall total of 60 samples. All 60 were randomized and played serially to the 

listeners who had to identify the speakers by name each and every time they heard their voice. It was concluded that, if auditors 

could do well under these very tough conditions, it is reasonable that they should be able to achieve very high accuracy levels 

when conditions were optimum or near optimum. Thus, we feel that we have answered the first question in the affirmative. 

That is, people who are very familiar with speakers can accurately identify them. 

While not all researchers report data as compelling as ours, many come close, at least, when conditions were favorable (58-63). 

Moreover, performances that are as good or better than these can be expected if the auditors are reasonably well trained (18, 

20). However, the relationships cited are not as robust or clear- cut when other factors intervene. Hence, it still may not be wise 

to take the witnesses’ claims at face value as these problems can lead to uneven performances. But, what are the boundaries 

here? 

A fairly good ‘rule of thumb’ for establishing the familiarity of a listener with a talker, is that they should have good hearing 

and have heard the target speaker’s voice fairly regularly over a period of around 2 years. This loose set of criteria is often 

employed in the courtroom (perhaps the judges involved are correct in their thinking but perhaps they are not). A second 

approach is one which may provide yet better guidelines. In this case, the ability of the listener/witnesses is tested directly. This 

procedure involves adopting the ear- witness line-up approach except that it is administered before the witness testifies. If they 
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are correct in their judgments, the court can properly accept their testimony. Please consult Chapter 5 for information as to how 

to organize and carry out such a test. 

The second group of listeners are those who are only ‘somewhat familiar’ with a person’s speech or who have been ‘trained’ to 

recognize it. Unfortunately, they probably will not make reliable witnesses. Do you disagree? If so, please note Figure 3.5 

again. As you will see, only those listeners who were intimately acquainted with the speakers provided high identification 

scores. The other groups did not do so even though they were ‘trained’ to recognize the speakers. Other research supports this 

relationship (64, 65). So we can test these people if we wish but both the lawyers and the courts will usually be disappointed 

with their performance. Occasionally, a listener of this type will be able to recognize a speaker even though they have not heard 

his voice very often at all. The problem is that you will not know just who these better listeners are and, hence, you (and the 

courts) can be misled. Other events and factors can serve to reduce a person’s competency to recognize familiar voices. Such 

degradation can occur if the utterances in question are distorted in some manner, are very short (65) or involve ‘sound- alikes’ 

(12, 16, 66). Yet, you certainly must agree that the research cited demonstrates that witnesses can be expected to accurately 

identify talkers if they know them very well. Moreover, if they do, they also should be able to make the identifications under 

somewhat difficult circumstances. Decreases in identification accuracy will correlate with reductions in familiarity. Please 

remember also that accuracy will vary somewhat depending upon conditions both internal and external to the witness. Finally, 

while these relationships have but minimal relevance to earwitness line-ups (Chapter 5) or where the professional is conducting 

a structured examination (Chapter 4), they are important when it is necessary to judge if an individual (in court or participating 

in an investigation) is familiar enough with the talker’s speech to be able to identify them accurately. 

PR O BLE MS  O RI GI N ATI N G WITH  THE  S PE A KE R  
To reiterate, AP-SPID is about what the listener does and how they do it. Nonetheless, some of the speaker’s behaviors can 

affect (or disrupt) how well the listener performs when attempting a SPID task. Among the more important variables here are 

attempts at disguise (the speaker), the presence of psychological stress or emotion (either for the speaker or the listener) and the 

language being spoken (the speaker). But, before discussing them, it might be useful to consider a few speaker-related factors 

that sometimes are important but about which little can be done (usually anyway). The first concerns the size of the speaker 

population. Not very much specific research has been carried on this issue for, after all, it is logical to assume that the more 

speakers there are in a group, the greater will be the difficulty in identifying one of them. Some data which support this 

postulate are available but they were obtained when investigators varied population size for other purposes. Conversely, the 

smaller the population from which the target speaker must be selected, the ‘easier’ will be the task. Trying to select a single 

talker from a pool of 50-60 suspects will not just take a lot longer, it will also be much more difficult to do correctly. Con-

versely, if the suspect pool consists of only two or three suspects, the task will not be as formidable. The problem here is that 

you do not have functional control over the size of speaker population. 

Another area that is difficult, if not impossible, to control, but which can have a material effect on identification accuracy, is the 

uniqueness of the speaker’s voice. A voice that has few (if any) distinctive features will be less recognizable (and harder to 

separate from the crowd) than will one that exhibits one or more idiosyncracies (7,49,50,67-69). For example, a lisp is difficult 

to disguise; if you have one it will mark you. Kay Francis (a prominent US motion picture actress in the 1930s) was sometimes 

referred to as ‘Kay Fwancis’. People did so because she exhibited a /w/ for /r/ substitution. Her voice was fairly recognizable 

anyway but it did not matter because she usually could be identified from just that single element. Both Dejong (27) and Koster 

(18) recognize the fact that distinctive voices are easy to identify; so do Papcun et al. (7) who studied the issue when they 

investigated recognition decay for unfamiliar voices. They report that the speakers who were classed as ‘hard-to-remember’ 

were more often confused with others than were those who were classed as ‘easier-to- remember’. These authors use the term 

‘prototype’ in order to classify those voices that exhibited idiosyncratic (or ‘extra’) features. While such individuals may not be 

unique in all respects, the idiosyncratic characteristics that they do possess can make them most identifiable. In any event, if a 

speaker’s patterns in some way differ from the norm, identification robustness can be materially increased. Forensic 

phoneticians may not be able to control this factor but it can work for them. 

This statement (i.e., the one immediately above) can be illustrated by a case I refer to as ‘Brother-My-Brother.’ It took place 

some years ago and proved to be one of those odd events that can happen to anyone as they trundle their way through a career. 

It serves to illustrate the effect unique voices can have on the speaker identification process. 

It all started when a couple of families - entire families — began warring with each other. Both seemed to have a pretty good 

case for their side but, since they appeared to really hate each other, they attacked in ways that were both honorable and a little 

bit shady. Kind of like the Hatfields and the McCoys, I guess. Worse yet, one of the families was Jewish and the other was not. 

Thus, when members of the Jewish family began to receive really fearsome threats over the telephone - threats that were 

couched in the kind of anti-semiotic rhetoric that undoubtedly was directed at Jewish families by the Nazis - the police were 

called in. Their investigation was ‘aided’ by the fact that several of the family members thought they recognized the caller as 

the head of the other clan. The accusation appeared to be supported by the fact that he exhibited a couple of rather unique 

speaking characteristics, and similar ones could be heard in the speech of the caller. Accordingly, he was arrested, indicted and 

tried for what would now be called a ‘hate’ crime. 

Through all of this, the man was adamant about his innocence. He conceded that his voice sounded like the one on the 

telephone, but he insisted that he had not made any of the calls. It simply was not his voice. His position here appeared pretty 

much irrelevant as most individuals accused of a crime claim not to have committed it. That he was a leader in his community 

also was irrelevant; leading citizens sometimes commit crimes. Nevertheless, his attorney acceded to his  wishes that an 

‘expert’ be retained to compare his voice (from an exemplar) to that of the person who had made those truly dreadful telephone 

calls. 
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When I first listened to the tapes, I was struck by certain distinctive speech features - two in particular - that could be heard on 

all of the samples. One was an odd distortion within a common consonant cluster and the other was a rather unique prosodic (or 

timing) characteristic. These two idiosyncracies resulted in ‘voices’ seemingly so distinctive - and so alike - that, at first, I 

thought the defendant was pretty stupid for wasting his money. Nonetheless, I went to work on the samples and, to my surprise, 

began to discover differences between the voices heard on the exemplar and evidence tapes. When I listened to them casually, 

they seemed to have been produced by a single person. When I carefully analyzed them, different patterns in the relationships 

began to emerge. In short, it ultimately became clear that the speech actually had been produced by two different individuals. I 

then was asked to testify about my findings. Needless to say, I was a little uncomfortable in explaining just how the distinctive 

characteristics common to both speakers (and easily heard) created the illusion that one person had produced all the tapes. It 

was easier, however, to demonstrate the between-speaker differences. Hence, before long the jury appeared to be learning how 

to look at the (often subtle) features that were different and, thereby, determine that the two samples undoubtedly were 

produced by two people. It was hard work and by the time the lunch period arrived, I was ready for a break. As I left the 

witness stand and approached the defense lawyer, I noticed the defendant’s family crowding around him. Then, suddenly, I 

heard that voice from the evidence tapes. I looked over and saw a man talking to the defendant. Without thinking I said 

(apparently in a very loud voice), ‘that’s the man who made the telephone calls!’You can just imagine the uproar that followed. 

To make a long story short, the man I heard was the defendant’s brother. His speech contained not only the incriminating 

speech characteristics noted, it also proved to match the other aspects of the caller’s speech production. Needless to say, the 

relevant principals and attorneys spent the lunch period in the judge’s chambers. 

So, what had happened? The brother was a recently released mental patient (yes, this is a true story) who had been ‘trying to 

help out’ his relatives in their conflict with the other family. He cheerfully admitted that he had made the calls and his 

description of what he had said made it clear that he was, indeed, the culprit. The moral of this little tale? Distinctive speech 

characteristics can be of great help to the SPID process, but do not let them seduce you into an ‘analysis’ that is anything but 

rigorously thorough. If I had been sloppy in this instance, the businessman in question might have been convicted for 

something his brother did. The brother? I am not sure but I think I heard that he had been reinstitutionalized .  

 

DISGUISE 
The first, and more important of the speaker-based problems, is that of voice disguise. The phrase ‘more important’ may be too 

mild in this case since, if the speaker is good at it, the effort can be markedly detrimental to effective SPID of any type. 

Accordingly, this issue has been the focus of a number of research projects. Sometimes the experimental questions asked are 

about its effect on voice line-ups, other times the focus is on basic AP-SPID or on which of several forms of disguise are the 

more effective. What rarely is considered, however, is how one goes about detecting and counteracting such tactics. Neither has 

very much been written about the strength or severity of the disguise. Accordingly, this discussion will not be just a review of 

disguise behaviors, I also consider how effective they can be and provide a few of the countermeasures that can be applied to 

reduce their impact. 

Perhaps the most devastating form of disguise is an external alteration of the motor speech act by application of an electronic 

device. These systems can alter speech so dramatically that it will appear to have been created by a machine or, perhaps, by a 

‘monster’ of the type often found in the movies. Gone is information about fundamental frequency and gone are the usual cues 

about vowel formants and articulation; even timing can be blurred. Very little research on these systems has been reported (70), 

but the little data available have pretty much demonstrated that SPID attempts on machine-distorted speech are futile. About 

the only good news is that, when used, they are easy to recognize. 

Another type of disguise which can sharply degrade the SPID process is one where the talker speaks in a whisper (26, 30, 49). 

What happens in this case is that whispering tends to eliminate (or at least reduce) information about fundamental frequency 

(F0) or heard pitch (level, inflections, etc.). It also reduces the available information about vocal intensity, voice quality and, to 

a lesser degree, prosody or speech timing (primarily because of compensatory overarticulation). Comparing whispered speech 

to whispered speech is not all that easy and whisper-modal voice comparisons are even more challenging. Whispering can 

certainly stress almost any form of speaker identification. 

A number of types of speaker disguise have been studied (8, 13, 24, 40, 65, 71). They range from the use of bite blocks or 

pencils (72, 73) to shifts in phonatory level (26, 68, 72) and to free disguise (24, 26, 74). All these investigators have found that 

any attempt at disguise interferes with the identification process, at least, to some extent. To illustrate, Reich and Duke (26) 

studied the perceptual effects of a number of different types of disguises; they report that strong nasal speech and free disguise 

were most damaging. Hollien et al. (39) tend to agree with them at least with respect to free disguise but point out that listeners 

who know the talkers are still able to correctly identify them about 80% of the time and that they can do so even under fairly 

difficult conditions. However, Masthoff (72) casts gloom on this picture as he reports that listeners experience increased 

difficulty with the identification task when more than one speech characteristic is varied simultaneously. Of course, multiple 

speech shifts usually are what happens when a speaker employs free disguise. If successful (and many will be), their efforts can 

degrade the identification process whether it is aural-perceptual, machine based or both. 

So, are there any remedies? There are a few, but first it is important to determine if the talker is attempting to alter, or not alter, 

his or her speaking mode. The good news is that Reich (74) has discovered that people can usually tell when the speaker is 

attempting voice disguise. Even better, attempts at disguise do not appear to be all that common. Yet, if criminals think that 

their ‘speaking identity’ is important, you may be sure that they will consider attempts at disguise. If their decision is in the 

affirmative, they will endeavor to thwart the examiner’s efforts by obscuring or changing their speaker- dependent features. 

The criminal often will be more successful during the period when they are committing the crime than later, when their 
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(speech) exemplar is being made as, in the latter instance, you will have some control over what they do. Nevertheless, you 

should attempt to discover if they are trying (or have tried) to modify their speech. It is important to be aware of this problem at 

all levels - when evaluating the evidence tape, when talking to them (if you do) and/or when making or assessing the exemplar. 

A search for speaking inconsistences sometimes can be helpful, especially if they aid in determining when ‘breaks’ in the 

attempted voice disguise occur. For example, if the suspect’s speaking patterns change markedly at some point, the added set of 

characteristics might provide information about his normal or ordinary mode of speaking. Indeed, it is very difficult to 

consistently disguise ones voice over long periods of time. If the sample is short, the problem can be severe. If the sample is 

reasonably long, there may be ways to identify which parts are ‘normal’ and which parts are not. This determination alone can 

reduce the effectiveness of the attempted voice disguise. 

Other people can sometimes aid with the SPID process, especially if they are willing to do so. In the case of the ‘Killer Liked 

Red’, the murderer’s violence was triggered by the color of his victim’s dress. He would rape them and then stab them to death 

with a hand tool. After a while he either began to repent or at least grow weary of his perversions. At this point he started 

calling the police and asking them to stop him. He attempted voice disguise in his early calls but later reduced this effort. Thus, 

when he ultimately was arrested; a voice match with the telephone confessions was possible. Unfortunately, when faced with 

life in prison, the defendant recanted and claimed to be innocent. He had his lawyers challenge the entire SPID process as well 

as the specific procedures employed. The issue became moot, however, because his wife apparently realized that the voice 

heard on the later tape recordings was his and said so. At this point he pleaded guilty. It is always nice to have your judgments 

verified even if the process is not a scientific one. The point here, however, is that someone who knew the target voice aided 

the SPID process. 

Somewhat better control over the situation is possible if the disguise attempt comes after the suspect has been identified and 

arrested but subsequently endeavors to thwart the speaker identification process. In this case, procedures for getting the best 

exemplar recording possible should be followed and protocols for doing so have been developed by a number of practitioners. 

For example, the criteria established by P. A. Hollien (75) have been found to be quite effective; a copy of these instructions is 

included in the next chapter. Note especially, that this author recommends a rather long verbal interchange. That is, if disguise 

attempts seem possible, the suspect should be required to produce a lot of speech and different types of it (reading, 

conversation, etc.). If necessary, attempts even should even be made to ‘stress’ them a little. In any event, just as a good 

polygraph examiner can sometimes coax a confession out of a suspect, a good forensic phonetician often can inveigle the 

speaker-suspect to produce utterances in their normal speaking mode. Here also, individuals who have heard the suspect speak 

under ordinary conditions can be asked if the voice on the tape recordings is typical of his or her everyday discourse. 

Over time, the forensic phonetician learns skills that can assist in developing good investigational materials for SPID. Such 

endeavors are not, as yet, an exact science. However, as long as he is aware of his limitations, and the hazards inherent in the 

process, reasonably effective SPID may be carried out even in the face of attempts at voice disguise. 

 

STRESS AND EMOTIONS 
This issue is a rather nasty one. Not because it creates particularly difficult problems for the listener but because so little is 

known about how these conditions actually affect the SPID process. Of course, some general principles have been established 

as to how stress and emotions will change the characteristics of speech and voice. However, just what they do to speaker 

identification itself has not yet been studied in any great detail. Let us start with psychological stress. The primary thrust of my 

discussion here will be about: (1) how stress, plus arousal, affect voice and (2) what these relationships might do to the SPID 

process. Before proceeding, however, please let me point out that, while our discussions about psychological stress will focus 

on what this behavior does to a speaker’s performance, the condition of arousal can affect either the listener or the speaker. 

Psychological stress involves anxiety, fear and perhaps anger and fatigue (76, 77). A reasonable definition of this condition 

(78) is that it is a ‘psychological state which results in response to a perceived threat and is accompanied by the specific 

emotions of fear, anxiety and/or anger.’ Scherer’s definitions (79-81) are similar, except that he adds that the sources of these 

effects may be either internal or external and that adaptive or coping behavior usually can be expected. An additional question 

must be asked at this point. What is arousal and are stress and arousal interrelated? Arousal often is defined as an excitation to 

action from the state of rest or that it will cause the individual to rapidly become more alert in their response to a stimulus. 

Thus, as far as we can tell, they are related; that is, while stress may or may not be a component of arousal, the reverse nearly 

always is true. 

What are some of the speech/voice characteristics associated with psychological stress? Well, if you were to compile and 

summarize what is known, you probably would end up with the composite found in Figure S.6 (28). Portrayed in the figure are 

the shifts which usually take place in an individual’s speech  
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when that person is stressed. As you can see, voice fundamental frequency (FO or SFF) will rise, as do the number of 

nonfluencies. Vocal intensity and speaking rate increase a little and a stressed person tends to talk in longer but fewer speech 

bursts. As you can see, if a criminal was recorded during a crime, their speech would probably shift in direction from its norm 

(or neutral state) toward the predicted patterns. Then, later on, if you made a recording of the criminal when he was not 

particularly stressed, these factors would have shifted back toward their norm and, hence, the SPID process could be somewhat 

compromised. 

Compensatory steps can be taken if the problem is identified and if analysis of those speech parameters or vectors which are 

less likely to be affected is upgraded. However, a complicating factor is that a small number of people who experience stress 

will not show these characteristics at all; they even might shift them in other directions. A good example is what happened at 

the US Navy’s Sealab-3 operations in 1969. In retrospect, the project appeared doomed from the start. It was underfunded and 
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hurried, it was in competition with NASA, and there had been a serious shift in command from diving specialists to fleet 

officers. Most notably, Captain George (Pappy) Bond had been transferred from his prior position to project medical officer. 

By the time the habitat - under 600 feet of very cold seawater - was to be opened and put into operation, the helium gas used as 

part of its internal atmosphere had caused leaks. In turn (and because of them), the chamber had to be overpressurized. When 

the initial team descended, they found that this internal overpressure prevented them from opening the hatches and, hence, they 

could not enter the habitat. When they tried a second time, they were facing a combination of numbing cold, extreme fatigue 

and great ambient pressures. It was during this second attempt, that the project’s diver-engineer convulsed and died. Worse yet, 

the remaining three divers quickly reached a point where they were in physical danger and, owing to the severe distortion to 

their speech caused by the helium and pressure (HeC>2/P), it was almost impossible to understand their calls for help. 

Pandemonium broke loose topside on the mother ship, Elk River. The various personnel whose voices were recorded all 

exhibited characteristics of very high stress. That is, except for one person. Suddenly and dramatically, Pappy Bond’s voice 

came over the communication net. He assumed command, organized/calmed the teams, and had the other three aquanauts 

safely aboard the mother ship’s decompression chamber within an hour. The point? Every element within his voice and speech 

was shifted away from (not toward) those characteristics seen in Figure 3.6. Here was a person under unimaginable stress who, 

when he spoke, violated all of the strictures usually associated with psychological stress in voice. Incidently, he was 

immediately recognizable to those of us who knew him but then, his speaking characteristics had not materially shifted away 

from normal. 

The related issue here is that of arousal, a condition that can affect either the speaker or the listener. When the speaker is 

aroused, the condition probably operates in a manner similar to stress. However, the confounding effects may be a little 

different when the listener is considered. In our research (22, 82). we found that aroused listeners tended to be somewhat better 

at SPID than people who were not aroused. The two groups we studied did not show statistically significant differences 

between their performances, but the trend was unmistakable. The tendency was probably muted because the level of arousal 

was somewhat confounded by the psychological stress experienced by some of the subjects (the procedures administered upset 

part of one group). Although less clear cut, Yarmey (SO) also reported findings that were somewhat similar to those cited. 

However, his study employed earwitness lineup protocols rather than those consistent with basic research in AP-SPID. Finally, 

Mayor and Komu- lainen (83), argue that, as practitioners, they have observed that the victims of extreme violence exhibit high 

arousal states; they also indicate that they are very accurate at identifying speakers. However, the observations are based on 

only a small number of witnesses - those who made identifications - rather than on all the victims interviewed. 

To summarize. The forensic phonetician should be able to identify - must be able to identify, is more accurate - the 

psychological relationships discussed above; they also should be able to counteract them, at least to some extent. We now know 

that arousal will tend to enhance a listener’s ability to identify speakers and that most individuals will exhibit certain shifts in 

their speaking characteristics when stressed. When these relationships are detected, compensatory procedures should be 

applied. 

ACCENTS, DIALECTS AND FOREIGN LANGUAGES  
The following relationships may or may not enhance identification of the target speaker. What happens depends greatly on the 

reason the investigation is being conducted, the nature of the procedures employed and the person or persons responsible for 

the probe. Consider dialect: practitioners very often seize upon the dialect or dialects heard in forensic speech samples and use 

them as part of their assessment of the speaker’s identity. It is appropriate for them to do so. Subsequently, they analyze the 

dialect suprasegmentally (84, 85), segmentally (sometimes phoneme by phoneme) and in terms of its strength (25, 29, 44). 

Determination is then made as to whether the dialect is regionally based (within a language, of course) or results from the 

effects of a foreign language (i.e. the speaker’s native language). At this point, the professional compares the dialect found on 

the evidence tape (the unknown speaker) with that on the exemplar (the known). A finding that both are ‘natural’ and alike is 

usually of modest significance. After all, the samples in question could have been produced either by a single speaker or by two 

different individuals speaking the same dialect. Since many thousands of people could exhibit that particular system, a match 

simply could not be made on this type of evidence alone. Such comparisons are only really helpful if the dialect is so narrow 

and so unique that it would be found in but a tiny population of speakers. Conversely, if a different dialect is found in each of 

the two samples, the analysis becomes quite significant. The presence of two different dialects strongly suggests that the 

speakers themselves are two different people. 

While there is little question that dialect alone can be used as a SPID aid (even by lay listeners), the illustration to follow 

should provide some insight as to just how this type of assessment can be misleading. Indeed, reliance on dialect alone is 

especially hazardous when the analysis is a quick and/or casual one (i.e. when neither the time nor appropriate support are 

available to permit a thorough comparison) . In any event, let me be specific. Some time ago we carried out a series of 

experiments on dialects; the results of a couple of them can be found in Tate (86, 87). Basically, what we did was to study 

perceptually both speakers and mimics of a Southern American dialect. We did so in order to determine whether this attribute 

would either enhance or degrade efforts at speaker identification. An attempt to discover if speakers’ could use dialect as a 

voice disguise were also among the project’s goals; hence, both trained (actors) and untrained imposters were studied. Speakers 

who normally spoke with Southern American dialect were recorded, as were the two types of imposters (they uttered the 

speech materials in both their ordinary dialect and in Southern American). The tapes were then presented to three listener 

groups, the first cohort spoke in the target dialect (Southern American), the second did not and the third consisted of 

professional phoneticians and phonologists. All were asked to identify the speaker. As expected, the phoneticians did better at 

all the different identification tasks, especially at identifying the imitated dialect as deceptive; further, the actors were best at 

imitating it. However, none of the imposters were able to convince a majority of the listeners that they actually were 
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Southerners. On the other hand, faking a dialect did not appear to interfere very much with the speaker identification process. 

That is, the scores for the imposters were a little poorer, but not significantly so, when they faked the Southern dialect. 

Moreover, the listeners said that they were aided somewhat when the dialects were strong. 

The effects of foreign dialects on SPID also has been studied (88, 89). Indeed, McGehee (1) included a substudy of this type in 

the research she carried out in the 1930s. Her results tended to suggest that foreign accent had little effect on the AP-SPID 

process. Moreover, Goldstein et al. (90) agree with her, at least to some extent. That is, the Goldstein group found no 

differences when their listeners attempted to identify white American, black American and Chinese speakers (the sample was a 

long sentence). The recognition of the Chinese was poorest but not significantly so. However, these patterns were exacerbated 

when the investigators replicated the research with the stimuli reduced to a single word. In addition, their results appear to 

show relationships that are a little different from those reported by Tate; that is, in their case, the presence of foreign accents 

had a detrimental effect on the SPID process. It should be noted that the Southern dialect was regional not foreign in the Tate 

research and the listeners were generally familiar with it. Hence, the two studies may not be directly comparable. 

The Schiller and Köster (91) research tends to be more consistent with that reported by the Goldstein group, as does that 

reported by Thompson (92). These investigators studied English and Spanish, reporting that they always found that listeners did 

better when they attempted SPID with speakers producing their own language. Again, it is possible that the listeners in our 

research responded differently because they were presented a regional dialect in their own language. In any case, the presence 

of foreign dialect does not preclude success in SPID. 

Language is a little different as most investigators have come to the conclusion that listeners find it difficult to identify talkers 

when they are speaking a language other than their own. Köster et al. (93) and Köster and Schiller (94) have demonstrated 

these relationships with the English, German, Spanish and Chinese languages. Köster and Schiller (94) indicate that, while they 

have found that their ‘experts... perform much better’ than do lay subjects, they still are apprehensive when confronting the 

problem. Perhaps they have a point but, as I have argued many times previously, the professional does not attempt to make a 

swift judgment after having heard only a few phrases uttered by the target speakers. The systematic evaluation carried out by 

the forensic phonetician is much more thorough: it can be exhaustive. The phonetician enjoys extensive training and experience 

in the area, the availability of many types of tests and equipment, as much time as necessary to conduct the evaluation, and so 

on. Moreover, the phonetician will be cautious, unbiased and professional when conducting evaluations in this domain. 

Finally, what can be said about the basic effects of accent, dialect and language. Well, under certain conditions they (especially 

dialect and accent) can actually aid in the process. In most instances, however, these (especially language) will operate to 

reduce accuracy. Why do they do so? First, they undoubtedly operate to distract the listener; second, they tend to mute speaker- 

specific idiosyncracies; third, subtle but useful nuances in the language itself can be masked or lost; and, fourth, they tend to 

reduce the number of available segmental contrasts. In contrast, no-one has shown experimentally that foreign languages and/or 

dialects/accents will have a negative effect on SPID when it is carried out by means of appropriate semi-automatic (computer) 

procedures. We have had experiences of this type with a semi-automatic speaker identification system (SAUSI) and the 

paralanguage vectors on which it is based (see Chapter 8); in no instance did we experience added difficulty when processing 

Polish, Spanish, German or Japanese speakers. Thus, it appears that the more serious effects of foreign language and dialect are 

pretty much confined to AP- SPID by nonprofessionals. The professional may wish to consult with native speakers of the target 

language but they need to be no more wary of these challenges than with those in other areas. 

MORE ABOUT THE LISTENER  
It would seem a little strange to include a section on ‘the listener’ when the chapter is almost entirely about them. However, a 

few relationships exist which simply cannot be tucked away under any of the other subheadings. They include listener hearing, 

listener ability and listener age. The first of these, listener hearing, is almost self evident. If the person in question cannot hear 

acoustic signals, they simply cannot carry out any form of AP-SPID. While Dejong has found that high levels of auditory 

capability do not correlate particularly well with prowess in speaker identification, there is no question but that this process will 

be impaired if the listener or witness is experiencing any but the mildest of hearing problems. A minor conductive hearing loss, 

with no neural component, will probably not interfere to any great extent with the AP-SPID process, especially if high-quality 

amplification is available; neither will mild neural losses (especially those involving frequencies above 4000 Hz). However, 

appropriate safeguards can be met here simply by administering a speech reception hearing test (SRT) to the listener. One 

procedure is to present him with a standardized SRT test at a ‘normal’ sensation level (about 60 dB). If the subject scores in the 

90-100% range, he or she probably can understand speech well enough to make adequate judgments. If the tapes to be heard by 

the person with a loss are of poor quality or if they score well below 90% on the SRT, a more complete audiological 

assessment may be justified. This probably would be necessary before a decision could be made as to whether or not the 

auditor in question is competent to make decisions about utterances heard. 

The second issue to be addressed concerns a listener’s natural ability to carry out AP-SPID tasks. This relationship involves 

more than just listener validity and reliability which, in themselves, can be difficult to assess (42, 95, 96). What is of primary 

importance here is the listener’s basic ability to successfully carry out these tasks. For one thing, investigators have observed 

that, while most auditors exhibit the capabilities necessary for successful AP-SPID, they also display a great range of related 

skills (25, 27, 28, 97-101). But why this variability? Again, very few researchers have addressed this particular problem. One of 

the few who did so is Dejong (27). While her research is more completely reviewed in Chapter 5 (where it is most relevant), 

two of her findings are of consequence here. Basically, she found only two relationships that were robust enough to be called 

predictors of good SPID ability. They were (1) ‘factors that require high level cognitive processing’ and (2) ‘a high degree of 

musical ability.’ Could it be that the top people in this area are bright musicians? My quip here is much too simplistic, of 

course; nonetheless, Dejong has opened (and contributed to) a new and important area. 
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Finally, what about the age of the listener? Is age a factor in predicting (generally anyway) just how good a person will be 

when they attempt speaker identification? Well, first off it appears that adults (of both sexes) can be expected to perform better 

than children or elderly adults (5, 25,97, 100, 102). Infants do not respond with any real accuracy, yet, both Friedlander (103) 

and Mehler and associates (104) report that some SPID occurs in infants even within the first few months of life. Later, Saito et 

al. (105) studied the ability of children to identify (by voice) their preschool classmates plus some previously unknown 

children. They report that the average level of correct identification grew from about ‘20% for 3-year-olds, to 29% for 4-year-

olds and 49% for 5-year- olds.’ This trend is a rather strong one, is it not? It would appear that, while children are not as good 

as adults in identifying even known speakers, they should be as successful as they grow older. That is just about what happens 

(106, 107): by about the age of 10 years, children may reach nearly the same level of competency as adults. However, anyone 

(including law enforcement personnel and the judiciary) who deals with SPID should be especially cautious when the 

earwitness is a child or an older adult. 

SUMMARY  
Before ending this chapter, let me list some of the factors which suggest that useful speaker identification is a possibility. These 

are the pros which operate in support of the process and can be used as its basis. Following the pros is a list of the cons. They 

are the parameters or hazards which tend to reduce success in the area. Finally, a series of multiparameter vectors (i.e. complex 

systems) is provided. They are ones which I believe should be incorporated into the organizational structure of any AP-SPID 

procedure. 

SOME PROS  
The parameters or relationships to follow are those which will enhance the perceptual identification task.  

1. Speakers who are known to the listener are the easier to identify than those who are not. 

2. Unique voices, or those with strong idiosyncratic features, can be identified at very high levels of accuracy. 

3. Correct identification level is (better) maintained if the listeners’ perception of a talkers’ speech is reinforced from time 

to time. This relationship holds both for listeners who know the speaker and those who do not. 

4. Larger speech samples - and those of better quality - permit more accurate aural- perceptual identifications. 

5. Listeners can be quite variable in their ability to make speaker recognition judgments. However, some are naturally 

quite good at this task; they often can be identified by pretesting. 

6. Listeners enjoy better success at SPID when they employ the ‘natural’ speaking characteristics exhibited by humans. 

7. Phonetic training enhances success in identifying speakers by voice. Training in forensic phonetics upgrades it further. 

8. Accents and dialects can be used to advantage in the process; the presence of foreign languages usually cannot. 

9. A structured approach to speaker identification will operate to raise accuracy. 

THE CONS 
Certain relationships operate to reduce precision in aural-perceptual speaker identification; several of the more important ones 

follow. 

1. Identification will be more difficult if the speaker is not well known to the listener. 

2. The greater the number of talkers in a group, the more difficult will be the SPID task. 

3. Both system and channel distortions can degrade SPID accuracy. 

4. Degradation of talker utterances (especially by disguise) will tend to impair the identification process. 

5. Talkers who sound alike can be confused with each other, even by listeners who know them. 

6. The greater the time delay after hearing a talker, the more difficult will be speaker identification. 

FEATURES USEFUL IN IDENTIFICATION  
Evaluation of appropriate relationships inevitably will lead to the postulate that humans attend to certain features within the 

speech signal and use them in the recognition process. A number of these features have been identified (28, 108) they include 

the following (by category). 

 

Heard pitch 
These parameters include pitch level (high, medium, low), pitch variability and the patterning of pitch usage. Many individuals 

exhibit habituated structures and patterns, ones that can aid the listener with identification. The acoustic parallels to pitch are, 

fundamental frequency of voice (SFF, FO) and the shifts/variations within its distribution. Many types of measurements (i.e. of 

level, variability, phonation-time ratio, etc.) are available for the physical assessment of these parameters. 

Articulation 
The basic focus in this area is on perceived consonant production (both individually and in clusters) plus the observed vowel 

formant levels and relationships. A critical aspect of this assessment involves the idiosyncratic production of these speech 

sounds. That is, to be useful in the identification process, an individual’s phoneme production should be, at least, somewhat 

unique or a little different from that of others. These assessments functionally interface with a number of related speech 

components. For example, relationships exist between this vector and dialect and between it and measures of coarticulation. 

Hence, there is little question but that it is profitable to evaluate articulatory characteristics for AP-SPID purposes. 

General voice quality 
It is well known that the overall quality of a sound-producing mechanism materially aids in the identification of the instrument 

which is providing the auditory percept. For example, if the same person played the same note (at the same intensity) first on a 

clarinet and then on a violin, you would be able to either identify each of them (from these signals alone) or, at least, determine 
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that they were two different instruments. The same strategy can be utilized in voice recognition. Again, it is the perception of 

those acoustic events making up the signal which provide the appropriate information. In humans, it is the signal produced by 

the source (i.e. the voice emanating from the larynx) combined with the modifying effects of the vocal tract (the 

oral/pharyngeal/nasal cavities and articulators) which provides ‘voice’ quality. Thus, the configuration of the entire vocal tract 

creates the patterns in wave composition (or spectrum) which ordinarily will make you sound more like yourself than other 

people. 

Prosody 
The timing of a person’s utterances (sometimes referred to as the temporal patterning of speech) can affect the ability to make 

identifications. Sometimes it seems almost easier to assess these parameters perceptually than it is to carry out quantitative 

analyses. What we do is listen to how slow or fast a person talks and  how smooth or choppy is his word train. In short, the 

timing and melody of a person’s speech can be used to provide cues which establish identity. 

Vocal intensity 
So far, vocal intensity, while identified as a recognition feature, has not been investigated extensively enough to permit a good 

understanding of either its general nature or its sensitivity as a speaker-specific parameter. As a matter of fact, what we do 

know about vocal intensity and its constituent parts suggests it is not a very robust identifier of speakers. Moreover, it is very 

difficult to determine absolute intensity level. The reason for this is that even small variations in the distance or angle between 

the talker’s head and the pickup microphone can result in rather substantial (but erroneous) variations in energy level. 

Nevertheless, it is obvious that we listen to how loud a person speaks and how they vary vocal intensity when they talk. 

Accordingly, it is theorized that, if processing can be controlled, perceptual evaluation of this parameter can be useful for 

speaker identification purposes. 

Speech characteristics (segmentais) 
This category extends beyond ‘assessment of segmentais’ and articulation (see above). That is, it starts at analysis of phonemes 

and continues to the study of: (1) dialect, (2) unusual use of linguistic stress or affect, (3) idiosyncratic pronunciations, (4) 

coarticulation and (5) speech disorders and similar problems. Incorporating segmentais into an AP-SPID procedure or system is 

not difficult; they are simply listed along with their means and ranges. Indeed, some forensic phoneticians feature approaches 

based on their use; all of us include them among our procedures. 

. . . AND, FINALLY 

By now it should be clear that people who identify each other by voice do so only after carrying out a substantial amount of 

auditory processing of the voice signal heard. This processing may be completed quickly or over long periods of time. It is 

accomplished nonetheless and the results of all that processing are stored effectively, or not so effectively, in the person’s 

memory. Thus, a listener may employ all, or only some, of the many (speaker) attributes and relationships listed above when 

making an identification. However, these perceptions are all most people have to work with; hence, the processing may be 

quite limited if they are forced to base their decisions on only one or two of the available relationships, or when some of the 

critical ones are degraded or distorted. Nevertheless, if a sufficient number are available, they can provide a reasonably robust 

basis for AP-SPID (109) and do so for either the average person or the professional. They certainly will provide a basis for the 

forensic phonetician in his or her endeavors to carry out ‘top-flight’ SPID. That is, they will if these individuals combine these 

elements and organize them into an appropriate system - and then further comhine them with procedures where properties of 

the acoustic signal are extracted and used in a composite SPID. Please note also that these features/elements can be used as the 

conceptual structure for machine approaches (see Chapter 8). Perhaps the most remarkable thing of all is that many people use 

them to make identifications under circumstances which are arduous. 

How does all of the above relate to law enforcement? Well, as has been pointed out, the information provided by this review 

can (1) assist in the development of earwitness line-ups, (2) permit the courts to establish boundaries as to what is, and is not, 

acceptable and (3) provide a structured basis for conducting all types of forensic-related SPID. Indeed, a good understanding of 

the nature of AP-SPID will materially aid in the development of machine-based SPID systems.  
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C H A P T E R  4  
T H E  P R O F E S S I O N A L S  

 

I NT R OD UC TI ON  

So Far We have defined speaker identification, discussed its history and reviewed le of the relevant research about how people 

make identifications of the auditory type. This chapter is about the professionals who work in the area and v, at least some of 

them, approach SPID tasks. You will also be introduced to :w of the disagreements and controversies that currency exist. 

However, please note that certain of the areas and/or issues are so important and well defined that they will be accorded 

chapters of their own. The next chapter is about the nature, practices and controversies associated with earwitness 

identification. That following focuses on ‘voiceprints’ (pretty much all controversy ire) and the thrust of the final two chapters 

will be on machine/computer Droaches. Nearly everyone cited in those last two chapters is a professional of ne sort or another. 

The same is not true for many of the individuals found in Chapters 4-6. 

What, then, is this chapter all about? Basically, it will include descriptions of : professionals who conduct speaker identification 

evaluations. As you will :, some of them limit their activities to aural-perceptual procedures (AP- ID); most of us combine AP-

SPID with some sort of machine processing and mailer number concentrate on computer-based algorithms alone. All three 

approaches have their merits but, in this chapter, I will still cling (primarily anyway) to descriptions involving an aural-

perceptual slant. After all, the thrust the final two chapters is on machine processing and those of us who want to conduct a 

combination of perceptual and machine procedures simply select those elements that we consider most useful. 

This chapter will also introduce you to some of the major procedures and chniques developed by a variety of professionals; a 

discussion about how well ey work will usually be included. I will start with descriptions of forensic phoneticians (and their 

backgrounds) as well as their strengths and weaknesses, us some of the disagreements (or at least cautions) that currently exist, 

however, before doing so, let me describe the various types of people who tempt forensic speaker identification. Indeed, if you 

were to examine all the different classes and types who do so, you would find that they fall into a number of categories and, 

collectively, exhibit great disparities in talent and training. You also would discover that, individually, they reflect a very broad 

range of opinions about SPID. Indeed, their assertions range from ‘Hey, its easy; anyone can do it’ to somewhat negative 

statements about who should or should not be permitted to practice in the first place (especially in real-life situations) and/or, if 

any of the research reported can be considered forensically acceptable. 

 

TH E  P RA C TI TI O NE R S  
The first of the several groups of ‘practitioners’ consists of a class of people I consider to be at the very bottom of the 

competency scale. They include all of the essentially untrained types mentioned previously. Unfortunately, this group is a fairly 

large one. There might even be as many of these as all of the others put together. Included among this ‘low end’ bunch are 

private detectives, some law enforcement agents (who are trained in forensics but not in SPID), recording studio technicians, 

some musicians, audio technicians, fingerprint specialists, etc. However, they all appear to have one thing in common: they 

seem to think that speaker identification is something which is fairly easy to master. They argue that you often recognize family 

members, entertainers and other speakers with whom you are familiar and you usually do so with little effort. They then insist 

that they can do it too and, further, that they can operate above your level because they add their ‘special’ methods to the 

process. There is even an organization that encourages people of this type to work in the area, it is called the International 

Association of Identification. If you listen to speeches by their members or read their reports (1), you would soon be convinced 

that about all you have to do to be a successful SPID practitioner is to: (1) have a high school diploma, (2) join their 

organization, (3) take one of their ‘special’ 2-week courses and (4) be supervised for a period by one of their ‘accredited’ 

members. If only it were that easy. Worse yet (as far as I can tell, anyway) most, if not all, of these people subscribe to some 

form of the ‘voiceprint method.’ As you probably have guessed by now, the great bulk of them are charlatans and, even though 

some of them are convinced they can do it, their ministrations can be most hazardous. It is a little difficult to ignore them (they 

just keep popping up) but, except for the chapter on ‘voiceprints’, I intend to do just that. 

It is a little difficult to deal with the second group of’ practitioners.’ They are mostly professionals from areas that are related 

to, or associated with, speech communication. These people are usually well trained in their own specialty but, at some point, 

they are seduced into attempting SPID. Linguists, speech pathologists, physicians, audioengineers, some musicians and even 

some ‘voice scientists’ can be found in this general group. A few are intuitively pretty good at SPID; however, most lack 

enough of the necessary background in acoustic and physiological phonetics, audition, engineering and/or the forensic sciences 

to operate effectively. I tend to treat these people gently, primarily because they are professionals in their own areas and usually 

are quite ethical. It is appropriate, however, to keep their attempts in perspective. 

Next, it appears necessary to recognize the work and opinions of that fairly small cadre of electrical, audio and/or computer 

engineers who are interested in our particular type of ‘identification.’ Please be advised, however, that another (and much 

larger) cohort of engineers exists in speaker verification (SV). This larger group operates extensively with techniques which 

permit direct analysis and/or processing of the acoustic signals which are created by human speakers. They tend not to be 

trained, or interested, in human behavior and, of course, they work in rigorously sterile environments. These (SV) professionals 
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are individuals of great talent and training; indeed, it would be wonderful if some of them could be persuaded to join one or 

another of the SPID teams which currently exist. If they did, progress in both SPID and SV undoubtedly would be upgraded 

and rapidly so. 

Now back to that much smaller group whose members focus on SPID. It consists of individuals who operate in a number of 

different ways. The activities of some of them simply parallel those of the verification specialists, except that they attempt to 

take their signal processing techniques into real-life situations. Others cooperate (to some extent) with ‘our’ type of specialist 

(i.e. the forensic phoneticians) and, hence, add a little to information about the SPID process. There also is a subgroup here 

whose members seem to believe that only individuals with their particular skills should be permitted to carry out SPID tasks of 

any kind. Indeed, some of them (2-5) have suggested that phoneticians should not engage in any type of SPID analyses. It 

appears that they feel that identifying speakers from voice is their provence and, even though they seem to recognize that it is a 

challenge quite different from verification, they still tend to approach the problem as do many of the engineering specialists 

working in that area. Some phoneticians have answered this particular challenge by conceding that engineers are more skillful 

than they are when it comes to mathematics and electronic equipment. However, they also argue that they (the phoneticians) 

have the edge when it comes to human physiology and behavior as well as the rigor of experimentation. Accordingly, they 

opine that it is the engineers who should ‘back off.’ 

Unfortunately, the criticisms leveled by each of these two groups (about the other) are fairly accurate (6, 7). Generally, 

engineers are pretty much system- linked, which is why so many of them gravitate into SV in the first place. It is within that 

domain that they can control the acoustics of the environment, specify the equipment to be used (usually of very high quality) 

and select the stimuli to which the speakers respond as well as the number, type and extent of the samples used. Moreover, SV 

procedures involve ‘closed’ sets, i.e., the speaker is a member of the relevant population and wants to be authenticated as being 

so. Thus, almost any engineer would be comfortable working with SV. That is, while the vagaries of human behavior tend to be 

of only minor consequence to them, they do have insight into appropriate engineering processes and can develop all types of 

potentially useful algorithms. These strengths are impressive but, since they are quite narrow, they operate to reduce 

effectiveness in the identification area. The problem becomes even more challenging when they have to shift from their 

typically descriptive research approach to one involving experimental procedures. 

On the other hand, phoneticians are not so magnificently accomplished either. Since they often lack many of the skills and 

understandings outlined by the engineers, they tend to drift more into the area of identification. Here, an investigator’s control 

over the acoustic and physical environment is usually minimal; human behavior can be both variable and unpredictable. Yet, 

most phoneticians are at home in an environment of this type. Many of the (human) behavioral elements are already known to 

them and can be factored into (or out of) their various approaches. Then too, the challenges and ‘unknowns’ associated with 

SPID tend to excite them. 

 

AN ASIDE ABOUT FORENSICS 
Permit me to interrupt the narrative here to address an issue that transcends all aspects of practitioner background. That is, 

several authors have pointed out that any individual who wants to work in the SPID area must become conversant with the 

forensic sciences in general and the nature of criminal cases/investigations in particular (8, 9-12). Indeed, Champod and 

Meuwly (9) stress that it is necessary for the practitioner or scientist to advance their understanding beyond a simple 

appreciation of forensic investigations. They urge us to learn all we can about the courts (the system, the judges and juries, the 

prosecutors and defense lawyers) and how to ethically and fairly present evidence in ways that will permit reasonable 

judgments and decisions to be made. They are correct, of course, as the way in which the relevant data are presented can be 

especially important. For example, let us pretend that you have contrasted the speech of an unknown talker with that of a 

known suspect and have done so on the basis of 10 speech characteristics. Let us pretend also that you have recorded your 10 

judgments as percentages and, based on these determinations, have decided that the two samples were produced by the same 

person. You judge that the data you have generated permit you to be about 80% confident that you are correct. Of course, the 

value you have calculated may not be a mathematical probability; rather, it might be simply an estimate of your confidence 

level (i.e. that you are correct in your assessment). But, does ‘I am 80% sure’ mean you can argue that your conclusion is 

beyond a reasonable scientific doubt? The lawyer (not you, however) who wants the two samples to be uttered by one person 

(often they are the prosecutor) will argue that it is. The lawyer on the other side will stress that, on the basis of your 80%, there 

will be about 20 people out of every 100 who could be the unknown talker. Indeed, under these conditions, Champod and 

Meuwly (9) argue that you would have to apply a Bayesian statistical framework to your data before you could present any 

conclusions or opinions at all. Their approach is a good one, of course; nevertheless, before I recommend that we fully adopt 

that particular procedure, I would like to see more research conducted on how well it works (for SPID) under both controlled 

experimental conditions and in real life. 

I also agree that it is unwise to first state and then defend a set of conclusions. 

I recommend that the practitioner carefully present (1) how they conducted the examination, (2) the nature of each of the 

factors assessed, (3) how they were measured and (4) the specific results obtained. Of course, that is the easy part, explaining 

what the data mean often is not so easy. What the ‘expert’ has to do here (hopefully in an interesting manner) is to first indicate 

how each of these relationships fits into an overall pattern and, then, how they relate to research in the field plus real life 

situations. Incidentally, Champod and Evett (13) refer to this approach as ‘verbal’ rather than mathematical. It is also necessary 

to explain why some of the scores are weighted (if they are). It is only then that what has been done can be put together and the 

conclusions presented. If the ‘expert’ explains the process and his results properly, the jury can then use the materials 

intelligently; if not, they may be dazzled into errors. In any case, it is they, not the expert who are the decision-makers. 
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A final caution here. It concerns dangers that can arise as the practitioner becomes experienced and/or a particular case proves 

to be an ‘easy’ one. Let me illustrate this problem by reviewing ‘The Case of the Not-So-Clever Cop.’ It is about a detective in 

a nearby state who, in his middle years, was confronted by a personal financial crisis of substantial proportions. Of course, it is 

not unknown for disasters of this type to descend on people; some handle them well, others are crushed. Policemen have been 

known to sometimes resort to criminal activity when stressed by calamities of great magnitude, and the individual in question 

took this route. However, he employed a slightly different method than do most others. That is, instead of engaging in theft, 

drug trafficking or the like, he resorted to blackmail. He would first determine if an investigation was directed at a financially 

well-to-do individual. If it was, and if he obtained appropriate evidence, he would approach the suspect with promises o 

suppress the investigation, but only for hefty payments. Many of his ‘victims’ cooperated. However, some of them rebelled 

and, as a result, a series of tape- recorded telephone conversations were gathered. What was required of me was to match - or 

not match - the voice on his exemplar with those found on a number of the telephone conversations. 

This case was sent me just about the time I had settled into a nicely structured approach to SPID, had successfully completed a 

substantial number of cases - plus several relevant experiments - and was pretty much ‘feeling my oats.’ Better yet, the 

suspect’s voice was incredibly unique, so was the voice on the evidence tapes, i.e., both unique and very much like that on the 

exemplar. Indeed, all of the major speaking characteristics were quite similar; none were dissimilar. Moreover, both voices 

exhibited three idiosyncratic characteristics (one segmental and two suprasegmentals) and these three were the same for ‘each’ 

of the speakers. What an easy match - and such a strong one! Only a verbal report was required and I gave it. Subsequently, I 

was deposed. It was only then that I realized I had cut corners and, as a matter of fact, actually shortchanged the prosecution, 

the defendant, the process and myself. Fortunately, I was able to organize what I had done (I already was using a structured 

approach) as I went along. Even more fortunately, other types of evidence became available. But having the defendant 

capitulate and ‘plead’ before the trial began was of little consolation. I had performed only minimally, had slighted my ethics to 

some extent and certainly had operated unprofessionally. It all had happened because I had become too cocky and had an easy, 

easy case. Of course, this case occurred a long time ago and, best yet, no harm was done. Still, I think of it every time I agree to 

take on a new investigation. Each of them, each client, deserves nothing less than a best effort. Of course, there is no panacea 

as to just how you can block yourself from slipping into a similar situation. Self-discipline and adherence to top-flight ethics 

are probably your best defense 

. 

THE FORENSIC PHONETICIAN  
We now come to the group to which I belong; they form the core group in the SPID field; hence, they are basic to many of the 

sections in this book. I will cheerfully concede that there are a few professionals who both work successfully in SPID and 

violate at least some of the strictures listed below. However, even these individuals will exhibit enough basic academic training 

and real-world experience to operate proficiently and ethically. In any event, the career track followed by most of us was to 

first become a modern (or ‘experimental’) phonetician; it was only then that we were able to branch out. While a large per-

centage of us hold the doctorate, all will have won advanced academic degrees  in the phonetic sciences. As basic to our 

speciality, we have had to become fundamentally conversant not only with acoustic, physiological and perceptual phonetics but 

also with audition (especially psychoacousdcs and auditory physiology), basic linguistics (especially phonology), experimental 

design and statistics. It also is important that members of our specialty have a good grounding in computers, the behavioral 

sciences and electrical engineering. Add to all this, a need to understand the forensic sciences and the legal system and you 

have a program which presents a pretty formidable challenge. Yet these areas are open to any individual who is interested in 

forensic phonetics in general and SPID in particular. Training opportunities in all the listed areas, except those related to the 

forensic sciences and the courts, are already part of various academic programs in the phonetic sciences. Thus, the transfer 

route to forensic phonetics involves only a specialized course or two in forensics plus practical training with attorneys and law-

enforcement personnel. Of course, some hands- on experience with criminal investigations and trials is also helpful but that can 

come later. 

It should be possible to evaluate forensic phoneticians once they have completed their primary training and logged some 

experience in forensics and with the courts. That is, it should be possible to do so once they are beyond the intern phase. Table 

4.1 lists some of the characteristics and accomplishments that can be evaluated. Success with all are desirable; for items 1, 2, 5, 

and 9 it is mandatory. The problem, of course, is how these criteria and the practitioners ability to meet them are evaluated. At 

present, most of the assessments only can be subjective. The elements making up forensic phonetics have been outlined by 

Hollien (10,14); SPID is one of the basic areas within this speciality. 

Finally, are you aware that forensic phoneticians have their own society? It is called the International Association of Forensic 

Phonetics. We have a journal; 
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Currently it is called Forensic Linguistics, The International Journal of Speech, Language and the Law (I, for one, certainly 

hope that this title can be streamlined soon). It is published by the University of Birmingham Press, located at The University 

of Birmingham, Edgbaston, Birmingham, B15 2TT, UK. The current LAFP officers also can be contacted at that address. 

 

A PPR O A C HES TO THE  S PI D PR OBLE M  
Most forensic phoneticians approach SPID within the context of one or another of three philosophies. That is, they either stress 

the aural-perceptual procedure, the machine or computer techniques or, as most of us do, apply a mix of both. This chapter is 

devoted primarily to the first of these three procedures. Work in AP-SPID has now progressed to a level where, if it is properly 

structured, it can be applied pretty much as a stand-alone technique. However, it must be conceded that phoneticians will be 

even more effective if they supplement the perceptual approach with appropriate machine procedures. 

 

DEVELOPMENT OF THE AURAL-PERCEPTUAL APPROACH  
As it turns out, modern AP-SPID procedures were developed (primarily anyway) in three countries; i.e., in the USA, the UK 

and Germany. The thrust started right after World War II and development was roughly parallel in each of the three countries 

(at least after Germany recovered from the war) with only a few exceptions. The first of these was that, initially, the AP-SPID 

research and practice conducted in the USA was somewhat overshadowed by the furor surrounding ‘voiceprints.’ However, the 

‘voiceprint’ controversy stimulated additional research. It is for this reason that most of the early SPID investigations were 

carried out in the USA (primarily, but not exclusively at the Bell Telephone Laboratories, MIT, the Haskins Laboratories, the 

University of Iowa, the University of Florida and UCLA). Thus, the early practitioners here based their procedures on what the 

American research programs had to offer and, hence, the SPID techniques developed were based more on research than on 

what could be learned from practical forensic experience or traditional phonetics. It should be noted that the US and UK 

phoneticians varied markedly in their philosophies toward SPID and did so because of their basic differences with respect to 

phonetics in general. As Pickett (15) succinctly points out, the ‘Americans are more concerned about speech science. The 

British focus on the phonetic alphabet and how to use it.’ Consistent with his remarks are the forensic phoneticians from the 

UK who lean toward ‘segmental’ SPID and the Americans who typically stress suprasegmental approaches. 

Thus, the SPID thrust in the UK took a path somewhat different from that in the USA. Another reason it did so is that the UK is 

much smaller than the United States (it has a land mass roughly equivalent to the US state of Kansas) and has a far better 

system of communication among academics. The strong basis in what can be called traditional phonetics and phonology led 

naturally to a focus on the segmentals (especially those involving narrow phonetic transcriptions). In turn, the progress made 

here, coupled with the good internal communication, soon led to a positive response by British law-enforcement agencies. 

Moreover, since administrators in that sector seemed to be more enlightened about the possible development of forensic 

phonetics than were those in most other countries, the UK practitioners appear to have achieved earlier acceptance than did 

those elsewhere. 

As you might expect, the German effort matured later than did the other two. After all, their first priority after World War II 

had to be the restructuring of their country and its economy. However, once active, the professionals there were able to move 

rapidly - especially by avoiding many of the early errors made in the United States. Germany also is much smaller than the 

USA and their Bun- deskriminalamt (BKA) tends to interact with their scientific community in a far more enlightened way than 

the American FBI does with ours. Hence, the Germans were able to draw from the sometimes painful developments experi-

enced by the Americans and British and were quickly able to embark on reasonable SPID programs. Researchers in other 

countries contributed of course; but their efforts tended not to be programmatic. 

 

Approaches based on traditional phonetics 
The AP-SPID approaches developed by the British have been well reviewed by both Nolan (16-18) and French (19, 20). Those 

by others (especially German phoneticians) have been discussed by Kunzel (11, 12) and by Braun (21,22).  

The authors cited above go to great lengths to warn of the hazards in using segmental approaches in particular and aural-

perceptual procedures in general. (Please remember that segmental analysis involves assessment of the individual sounds, 
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phonemes and syllables that make up the words and phrases of a language.) When reading their warnings, however, I was 

struck by the fact that their negative feelings appear to be based on problems a little tangential to the primary thrust of the 

approach. That is, there have been a few instances where a feature was misinterpreted or some element within a dialect over-

looked. While small errors such as these may be critical to a given investigation, they appear to be but a minor threat to the AP-

SPID approach itself. Other problems with the segmental approach have been articulated by individuals both inside and outside 

of the phonetic sciences. They suggest that the relevant segmental elements (relevant to SPID, that is) simply have not been 

identified, 
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organized and tested for such purposes. They argue that no-one knows precisely how effective these techniques can be under 

any conditions at all, much less under the great variety of those found in the forensic milieu. It is also suggested that, even if 

they were structured, virtually no useful data are available about how well (or how poorly) they operate to provide valid SPID. 

It also appears, to date anyway, that little structuring has been accomplished. Some phoneticians are still trudging along their 

own trails and use whatever contrasts they feel will be effective. Perhaps an even more serious problem is that only a few of 

them have made a formal attempt at organizing, defining and testing the approaches they have developed. An exception here is 

Nolan (16) who structured a model founded on traditional phonetics theory; i.e. he built his approach on the framework of 

British pronunciation. Accordingly, he refers to it as the Received Model. Nolan is a little disparaging about phoneticians who 

refuse to organize their procedures but concedes that it is difficult to do so as language, voice and speech are extremely 

complex. Anyway, he makes the attempt and his results are rather good (albeit, quite complex). But, before discussing the pros 

and cons he articulated (and those of the other individuals cited above), permit me to provide an overview of the segmental 

approach. 

First, please remember that the description to follow includes only the segmental approach to AP-SPID. At this point, litde-to-

no consideration will be given to the suprasegmental or paralinguistic approaches or to any of these procedures when combined 
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with machine processing. The method discussed here is one which involves narrow phonetic transcription of the speech found 

on any tape, be it evidence, exemplar or some other. What is meant by ‘narrow’ is that the fine detail of vowel and consonant 

pronunciation will be obtained and compared (20). The codes or alphabets used for this purpose are those established by the 

International Phonetic Association who published their most recent set in 1993 (see Figure 4.1 for a listing of the symbols). As 

you can see, this system is a rather complex one. It is designed to permit specification of any of the sounds, symbols, words and 

phrases associated with any of the thousands of languages that exist in the world today. The successful use of this system will 

depend on (1) your personal talent, (2) good hearing, (3) knowledge of the language and its dialects and (4) how effectively you 

can apply this system when profiling a person’s speech. 

Now, back to Nolan. If you are unconvinced that this approach involves some rather substantial challenges, consider some of 

his examples. He writes about the structure of a ‘segmental strand’ (or sequence) by outlining the ‘phonetic properties the 

speaker has to achieve when producing the utterance.’ As an illustration, he selected the word ‘teal’ and specifies it using 

narrow phonetic transcription. He then defined this word as ‘an aspirated alveolar stop with slightly affrieated release (followed 

by) a diphthong gliding from a half front, half close to just short of close front, and (completed by) a strongly pharyngalized 

lateral.’ Note that Nolan’s definition is for a single, short, three-phoneme word. Elegant but complex. One of his later examples 

involves how a CV utterance (i.e. a consonant followed by a vowel) can be used to differentiate between two speakers who 

otherwise ‘have phonetic systems which are identical in every respect.’ That is, he shows how his two speakers produced the 

CV combination in slightly different but discernable ways. These are the contrasts which can be used as building blocks to 

establish that two speakers are (or are not) a single person. 

One of the most powerful aids employed by this particular group of forensic phoneticians involves regional dialects. The 

presence of any particular dialect can be segmentally established by the procedures they employ, and nicely so. However, if 

they find that both speakers have the same dialect, they then must apply other tests to determine if they (the talkers) are the 

same or different people. Conversely, if the dialects can be shown to be different for the two speakers, strong evidence exists 

that they actually are two different people. Unfortunately, regional dialects are not as distinct today as they have been in the 

past; hence, they are no longer the powerful indicators they once were. Dialects, however, are but one tool among many for 

segmentalists. 

While this review could be extended, it appears sufficient to say that, even though the segmental approaches can be robust, they 

also have their weaknesses. Specifically, they are very complex, they require the availability of a relatively large corpus of 

speech material and they can suffer from subjective evaluations. However, their strength is much enhanced when they are 

coupled with suprasegmental and/or machine approaches. 

 

Approaches stressing paralinguistics 
As you will remember, an AP-SPID approach introduced earlier in this chapter was one where analysis was focused on the 

assessment of voice, speech timing and the like. The bases used in establishing these procedures have been drawn more from 

experimental phonetics than they have from the traditional field. The relevant parameters here are often referred to as 

suprasegmentals. And, while they are the basis of the procedures to follow, I should hasten to explain that the segmentals will 

not (and cannot) be ignored. It is just that the emphasis on narrow transcription is reduced and the segmental analyses are 

blended in with those focused on the suprasegmentals. It is, of course, a matter of choice, but the phoneticians here reverse the 

order used by the first group; i.e. those who are comfortable with traditional phonetics and dialectology, and those who stress 

the segmentals and employ the suprasegmentals in support roles. I would suggest, however, that the approach to be described in 

the following paragraphs better lends itself to a combination approach - i.e., one where they (the suprasegmentals) are assessed 

both auditorily and acoustically. For example, it is important to be able to determine that a pitch level, which appears to be very 

low for a male, is not an illusion but actually has a mean FO of 94 Hz. It also is useful to confirm acoustically that the vowel 

you heard as /a/ is actually an /a/. In any event, the aural-perceptual approach to follow has been structured and, to some extent, 

tested. It has been employed successfully (sometimes on its own) over the last 10-12 years. 

First, its characteristics. The procedure involves listening critically to the evidence and exemplar tapes; it then requires 

individual (and repeated) assessment of a number of the speech features found on them. Next, a series of responses are made; 

these are graded on a continuum (0-10) ranging from the point where the paired samples are very likely to have been produced 

by two different people (0-3) to where it is most probable that they were uttered by a single person (7-10). As you would 

expect, the speech samples to be compared consist of words and phrases drawn from the evidence and exemplar tapes; they are 

placed in pairs (both text dependent and independent) and transferred to a ‘test’ tape recording. At the risk of being redundant, 

may I indicate again that the listening procedure involves first attending to the evidence and exemplar tapes, then to the ‘pairs 

tape’ (usually 25-50 of them) as many times as necessary to permit a judgment to be made about a single relationship (i.e. 

about pitch variability or about the use of the vocal fry voice register, for example). As stated, the parameters are considered 

one at a time with the next one in the series not assessed until a decision has been made about the one being judged. 

As you can see, the structuring of these comparison tapes can be quite challenging. Of course, since the speech on the evidence 

tape is not under your control, about all you can do is clean it up and use what it contains. On the other hand, you should be 

able to regulate the utterances on the exemplar tape in order to ensure a good repertoire. My wife and colleague, P. A. Hollien 

(23) has developed a set of guidelines for obtaining good exemplars. I have found them quite helpful and want to ‘share’ them 

with you. I had a little trouble working out just where to place them as this listing does not comfortably fit in anywhere. Yet 

exemplar recordings are of particular importance to the issues under discussion. Hence, they are placed here. 
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PREPARING AN EXEMPLAR TAPE RECORDING  
The materials that follow were developed by Patti Hollien and her staff for use by personnel at her consulting firm, Forensic 

Communication Associates. They were structured, applied and critiqued over a period of 8-10 years prior to their finalization in 

1992. Please note that they can be used to generate good  exemplars either ‘live’ in a one-on-one interview or over the 

telephone. The criteria which were established for this purpose follow. 

 

The recording environment 
The room in which the recording is to be made should be quiet and non- reverberant (i.e. not a ‘bright’ sounding one). A room 

with plaster walls, little furniture, no carpeting, etc., will tend to produce reflections, reverberations, etc., and these conditions 

can distort the subject’s voice. In addition, a noisy environment will both mask and otherwise degrade speech. 

 

The recording equipment 
Only high-quality tape recorders should be used as low fidelity systems often will distort a speaker’s utterances. The use of a 

good quality microphone, one which is external to the recorder, is also desirable. The operation of all systems should be 

checked prior to the session to ensure that the equipment is functioning properly. Only new, high-quality tapes should be used. 

 

Live recordings 
A test recording should be made prior to initiation of the exemplar session. It is necessary to conduct one in order to ensure that 

the entire setup is appropriate. Either the microphone or the tape recorder should be placed on the table directly in front of the 

suspect (especially if it is voice activated). As with all interviews, it is important to record the date, the time, the place (the 

recording was made) and the participants present during the session. All information should be recorded before the exemplar is 

made and appear both on the tape itself and in a written log. Once the recording procedure has been completed, a section of the 

tape should be rewound and replayed. This procedure will permit verification that a proper recording was made. Incidently, if 

the recorder has both an input and tape monitor, the quality of the recording can be checked during the session by listening to 

the latter channel through a headset. Finally, after the session is over, the tape should be taken from the unit, labeled and, for 

tape cassettes, the tabs removed. Some important do’s and don’ts include: (1) do not ‘overdrive’ input level; (2) do not allow 

the tape itself to come into contact with any other electronic device or machinery; (3) do make a high quality copy of the 

exemplar tape as soon as possible. 

 

Telephone recordings 
Except for tape recorder placement, the procedure for making an exemplar recording over a telephone is almost identical to that 

for live recordings. In this instance, the recorder is not placed in front of the subject but rather at the appropriate remote 

location (i.e., coupled to the receiving telephone). It is also necessary to obtain and use equipment which will permit 

simultaneous reception of the subject’s speech by both the investigator (over her headset) and the taping system. 

 

Speech material needed 
It is most desirable to obtain three different types of voice samples, especially if the exemplar is to be useful in all possible 

comparisons. The sequence here is to first identify the tape recording and the participants. The exemplar session is then carried 

out. The subject should be first engaged in extemporaneous speech, then asked to read/repeat some of the material on the 

evidence tape and, finally, read sections from a newspaper or a magazine. It is advisable to repeat these tasks. The examiner 

should endeavor to discover if the speaker is attempting voice disguise and, if so, extend the session while trying to counter 

their efforts. The materials cited above include the following. 

10. The extemporaneous speech. Attempts should be made to reduce subject stress. To do so, the examiner should engage 

the subject in conversations on neutral topics. The goal of this procedure is to obtain as natural an exchange as possible 

between the examiner and the subject. Normal or ordinary speech is the goal. The subject should be kept talking for as long as 

possible and the examiner should resist speaking any more than is absolutely necessary. 

11. The evidence text. It often is desirable to have the subject read or utter sample words or phrases, especially those that 

have been either reported by the victim or found on evidence recordings. Moreover, it is important to prevent the subject from 

reading these samples in a monotone or while attempting voice disguise. Multiple recordings often are necessary here; 

sometimes it will be useful to excite or stress the subject (i.e. to break down attempted disguise or to parallel the environment 

in which the original recording was made). 

12. The reading material. Any easily read material will suffice. The purpose is to obtain as large and as complex a 

repertoire of the subject’s speech as possible. Attempts at voice disguise can sometimes be foiled by this procedure. 

 

A final caution 
As indicated, subjects sometimes attempt to disguise their voices when making an exemplar tape recording. They often do so 

by speaking in a very soft voice, or in whispers, or in a monotone. Do not permit them to do this. Rather, attempt to motivate 

them to speak in a normal manner. These suggestions should aid you in developing a usable comparison tape. Unfortunately, 

you cannot control the material on the evidence tape and you will find that it (not the exemplar) will create the greatest 

difficulty. Additionally, it may exhibit channel distortions (noise, telephone frequency, etc.) or speaker problems (excitement, 
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stress, several  speakers, simultaneous speech, intoxicated speakers, whispering, etc); worst of all, it may be very short. It is 

important that you recognize and counter (as best you can) these problems. If you do and if you are able to extract a number of 

phrases and words from both tape recordings, you should be able to create a good pairs tape. 

 

THE PAIRS TAPE 
You may, of course have your own way of making an exemplar recording. Once it is finished, you can initiate construction of 

the pairs tape. The goal here is to create a string of utterances that will provide paired samples of the speech of both the 

unknown (U) and known (K) talkers. Ideally, this tape would consist of (1) eight to ten sentence-length text-independent 

phrases, (2) six to eight equally long sentences or phrases of the same (or nearly the same) words found on the evidence tape, 

(3) 10-12 short phrases taken from both tapes and (4) 10-12 samples of paired words (even though they may be drawn from 

different contexts). The roughly three dozen pairs of utterances can then be played over and over with the examiner first 

listening to a phrase/word uttered by U and then a second spoken by K with the two tokens in each pair separated only by about 

a second. Note also that construction of the tapes must permit flexibility. For example, it should be possible to add new pairs or 

subtract others plus reverse the pattern (especially if the evidence tape is short) so that K is compared with U. By this means 

also, a second unknown speaker (or a third, or a fourth) can be added to the tape, any of the samples can be switched out for 

comparison to other voices, and so on. However, the tape recording’s construction must permit the examiner to conduct the 

evaluations in an orderly manner. 

 

A STRUCTURED APPROACH 
As has been stressed a number of times, the procedures developed must be based on the best available evidence and logic; 

moreover, all of the constituent operations must be repeatable. In short, the most sophisticated and complete test vehicle 

possible should be structured, applied and evaluated under controlled conditions. In addition, it is helpful to carry out 

experiments (or, at least, descriptive research) in order to determine its robustness, and to ensure that it is both valid and 

reliable. Since the AP-SPID procedures will often be carried out in concert with machine processing, it also is important to 

contrast the accuracy of each of these approaches against the other. Finally, the success rate (often referred to as the hit rate) 

should be established for anyone attempting to use it. It is best to do so by having each of these people participate in AP-SPID 

experiments. If this is possible, the scores obtained should be supplemented by those from real-life situations. If relevant 

experiments are not possible, the data from the field assessments (alone) must suffice. Of course, it is recognized that field data 

are not generally scientific and there always is the temptation to view these efforts in a more favorable light than they warrant. 

Nonetheless, the assessment and retention of those data is most desirable. 

The AP-SPID approach to follow is highly structured (10, 24). In certain instances, it has been successfully employed as a 

stand-alone procedure. Moreover, some research (primarily descriptive) has been carried out both on it and on several of the 

workers who have applied it in real-life situations. Data from these activities will be provided after it has been described. Be 

advised that this procedure is not being touted as an end-all to the AP-SPID problem, neither is it being sold. Indeed, if you 

judge it useful, you can obtain it just by reading the next few pages (you have my permission to use all or any part of it). 

The task now is to determine just how this suprasegmental dominant AP- SPID vehicle can be used in evaluating speaker 

identity. It should be remembered, of course, that segmental evaluations will be included or added, as may acoustic analyses. 

The process is best understood by consideration of Figure 4.2. You will note that it is based on the assessment of up to 20 

scaled comparisons. In turn, these judgments lead to decisions about a match (or a non-match) and its associated confidence 

level. The estimates are made of a series of parameters clustered around the speaking characteristics of (1) pitch, (2) voice 

quality, (B) intensity variation, (4) dialect, (5) segmentals, (6) prosody and (7) possible disorders. Each of the individual 

parameters is assessed on a 10-point scale. 

The procedure specifies that the examiner listen to a large number of sample pairs, in a paired comparison (ABX) mode 

(sometimes in the presence of control samples or foils; sometimes separately), contrasting the unknown talker (U) with the 

known (K). These comparisons are made of feature or parameter at a time. For example, the pitch levels heard in the U and K 

samples are compared over and over until a judgment can be made about their similarity. Once a score is assigned, the 

examiner can go on to assess pitch variability (separately of course); later, the pitch usage patterns are compared. To reiterate, 

the examiner does not proceed to a subsequent category or parameter until a final judgment is made about the particular feature 

under consideration. While it is not necessary to follow the specific order found in Figure 4.2, it is important to assess factors 

systematically. 

Next, let us consider how these judgments are scored with respect to their observed similarities or dissimilarities. A 10-point 

scale is provided for this purpose. The scores on the low end are used to suggest substantial differences between these voices 

and those on the high end a close relationship. Thus, if a decision falls within the 0-3 range, it can be said that there is evidence 

that the utterances (being quite different) appear not to have been produced by a single person. The converse is true for those in 

the 7-10 judgmental range. Scores  
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here provide fairly robust evidence that a single individual produced both samples. Finally, and as would be expected, scores 

falling between 4 and 6, while not very compelling, tend to support the possibility of a match. That is, while these judgments 

are somewhat neutral, they serve to suggest that, since the voices are not strikingly different, they may have been produced by 

only one person. Please note, if foils are used, it is necessary to conduct a one-on-one evaluation for each foil with both U and 

K. 

Of course, a single polarized score, (of say 2), does not mean that the paired utterances were actually produced by two 

people. Neither does a score of 9, taken alone, demonstrate that both samples were produced by a single speaker. To illustrate: 

a value of 8 for dialect might not be very compelling if it (i.e. the dialect) was quite common for the geographical area in 

which both U and K reside. On the other hand, a dialect score of 2 would be rather persuasive (but not controlling) by itself. It 

is difficult to imagine that a person would (or could) speak in a particular dialect under one set of circumstances but sustain a 

second in a different situation. In any event, the judgment procedure is continued until all the contrasts possible have been 

made; it is necessary to do so before any additional steps are taken. However, please note that it is not necessary to make 

judgments about relationships which do not exist. That is, if a speech disorder is not heard in either sample, this category is 

simply omitted. It is rare that the paired samples can be compared for all 20 parameters; rather 12-16 assessments ordinarily 

are possible. 

The entire process must then be repeated a number of times (usually on different days) and individual means obtained from 

all trials. Of course, some variability can be expected from run-to-run. For example, the unknown speaker’s voice may sound 

more like the known’s (with respect to a given feature) for one set of pairs than it does for another and/or the examiner’s 

internal focus may shift a little from sample to sample or from run to run. Hence, exactly the same score may not be repeated 

each time for a given speech feature (parameter). However, if variability is limited, the mean of several independent trials will 

provide judgments which are more persuasive than will that for a single decision. 

Once all of the scores have been tabulated and the entire process replicated two or three times, the means for each parameter 

judged can be calculated. It is at this juncture (i.e., before the overall mean and range are calculated) that all values should be 

checked for possible weighting. In most instances it is not necessary to do so. However, please note the dialect example 

provided in one of the preceding paragraphs. In the first instance, U and K came from the same dialect region, and it showed. In 

that case, dialect weight might be reduced a little. In the second example, the speakers on the two samples exhibited strong 

differences in dialect; in that case, the parameter should be given greater weight. As another example, greater weight should be 

given if a speech disorder is present. That is, if it is observed in both samples, weighting should be added to that (already high) 

score. If, on the other hand, a speech disorder is found on only one of the recordings, that (low) score should be emphasized. 

Finally, it is sometimes necessary to reduce the importance of a polarized score if it is clearly caused by differences in the 

situation or the environment. For example, it is difficult to make accurate pitch level decisions when one of the samples was 

made during the high stress associated with the commission of a crime and the other after the perpetrator has been caught, is 

depressed and under interrogation. 

 

TWO EXAMPLES 
Figures 4.3 and 4.4 provide examples of real world cases (24). They were carried out at the behest of attorneys in two different 

criminal cases. I also made certain acoustic measurements in both instances and they provided confirmation of the aural-

perceptual evaluations. First, please consider Figure 4.3. Generally negative scores, or essentially a non-match, can be found in 

that instance. A strong relationship (i.e. toward a match) can be seen in Figure 4.4. Please note that each example provides a 

summary of three complete runs carried out on different days. 

Consideration of Figure 4.3 will reveal that a match could not be made and the confidence level (not a mathematical 

probability, however) associated with these negative conclusions exceeds 70% (i.e. the possibility that the two samples were 

produced by one speaker is only 29 in 100); indeed, if consistency is considered, this confidence level would be even higher. 

Note also the parameter values. It can be seen that, while there were some modest U-K similarities (especially with respect to 

nasality, general vowel usage and vocal fry), consideration of two fairly powerful (but negative) relationships would suggest 

that the samples were produced by two different individuals. The first is dialect. As has been discussed, it is a characteristic 

which tends not to be very important when they are similar but provides a robust (non-match) cue when (two) different dialects 

are present. Further, the strength of the non-match would be enhanced if it can be shown that K was not attempting voice 

disguise and such was the case for this example. Ordinarily, segmental analysis of phonemes heard in the two samples would 

have been carried out. However, in this instance the contrast was so great that further analysis was not considered necessary. 

The second strong indicator that U and K were different women was that U exhibited a mild but observable /d/ for /th/ 

substitution. While this problem did not reach the level of a speech disorder, it was discernible nonetheless. Note also that 

variability among the judgments tended to be quite low and only four of the features 
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(pitch level, general voice quality, consonant assessment and K’s staccato rate) showed as much as a three-point variation. 

Moreover, a similar number of parameters (pitch variability, vocal fry usage, misarticulations and speech rate) exhibited no 

variability at all. In short, when the multiple evaluations of the 14 features were collapsed onto a single scale, the only 

conclusion that could have been drawn was that the samples were produced by two different women. Another woman was 

arrested about 6 months later and confessed to the crime by means of a plea bargain. Not scientific data, but confirmation to a 

degree. 

Figure 4.4 also was drawn from a real-life case. In this instance, a match was possible with the decision being made at a 

reasonably high (but not extremely high) level of confidence. Note also that both U and K were compared to samples from two 

foil speakers (in those cases the scores were strongly toward a non-match). As can be seen from the figure, the U v. 

Kjudgments were quite positive with only vocal fry usage an exception. The lowest mean score for any of the other features 

was at least at the level of 6 (i.e. those for speech bursts and nasality); further, 16 of the possible features could be assessed 

(both the evidence and exemplar tapes were long and of reasonably good quality). On the other hand, greater than desirable 

evaluation-to-evaluadon variability can be observed. Indeed, judgments for two of the features (nasality and intensity vari-

ability) were spread out over four categories (4—7 and 6-9 respectively) and seven others showed a three-point spread. This 

variability was found to be due (in part anyway) to: (1) the extensive amount of speech available, (2) disguise attempts by the 

suspect (especially early in the exemplar) and (3) differences in the speaking environments. Nevertheless, the two sets of 

utterances quite probably were produced by the same talker. Again, external evidence (including computer-based ‘acoustic’ 

measures) pretty much confirmed the relationship. 

 

A NOTE ON ADMINISTRATION 
This approach is one which, while subjective and flexible, requires some rigor in its administration. It is necessary to develop a 

reasonably large number of U-K sample pairs and, then, spend some period of time assessing them. It is important to complete 

the entire set of judgments in one sitting and score each of the similarities and dissimilarities on the 10-point continuum. It is 

also important that the entire process be independently repeated one to three more times, preferably on different days. If the 

impact of any of the factors is increased or decreased by weighting, it is necessary to record carefully the reasons for doing so. 

In any event, while this approach is not a trivial one (especially if it is supplemented by acoustic analysis), it will suffer if 

criteria for its administration are not rigorously observed. 

 

TEST ASSESSMENT  
In my estimation, it is not quite legitimate to develop an approach to something (to anything for that matter) and not test it. The 

problem, of course, is how you can conduct a fair and impartial evaluation of something you have developed yourself. 

Activities of this type simply are difficult to carry out. Yet, you must attempt validation of your work. If you do not, you are 

subject to Nolan’s (17) justifiable comment that AP-SPID approaches lack standards. Moreover, if you turn to the basic 

research for guidance, you will be disappointed as test evaluation is only a very minor part of it. For one thing, most of the 

studies designed to test a person’s ability to identify speakers by hearing their voices usually involve only a single exposure to 

very short samples (10, 14, 25-35). The task is sometimes even more complex than that (36-39) but short samples are the norm. 

In contrast, data from the studies reviewed in Chapter 3, can be used to argue that it is possible to structure an AP-SPID 

procedure in such a manner that it can be reasonably valid and efficient. They support the proposition that, even though you 

will not always be able to achieve satisfactory results, intelligent decisions can usually be made - that is, if careful processing is 

carried out. 

Nonetheless, it is important to establish the validity and reliability of any test vehicle. We have done so here, at least to some 

extent. Please consider Table 4.2. The data seen in section A were drawn from laboratory experiments. None of these 

(laboratory) trials used machine-based supplements of any type. Note that an incorrect judgment was made in only one 

instance. In that case, the voices were difficult to assess and the examiner reported only a 57% confidence level. The data in 

section B were drawn from real-life criminal cases. As far as can be determined, no errors were made. However, the support for 

section B precision can hardly be called scientific, since the outcomes are based on confessions, plea bargains and convictions 

rather than on experimental data. 
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A second set of comparisons also are available. They involve how well the calculated confidence level obtained from our AP-

SPID agreed with those produced by panels of listeners and, especially, with those generated by our acoustic processing 

method (SAUSI; see Chapter 8). The data from this assessment may be found in Table 4.3. Admittedly, the sample is a small 

one. However, the AP-SPID and SAUSI scores are quite comparable and this finding suggests that the AP-SPID technique, if 

carried out with precision, may just be robust enough to use even if no other procedures are available to supplement it. Finally, 

note the scores from the panels; they proved to be a little better than expected. True, the powerful paired-comparisons 

technique was employed (i.e., ABX or A = hear a sample, B = hear a second sample, X = decide if they were spoken by one or 

two individuals). Nonetheless, the results are a little surprising as the samples used here were fairly short (7-12 s long) and the 

people on the panels had to make their decisions rather quickly. 

 

 

 
 

 

Finally, it is clear that anyone carrying out AP-SPIDs should be aware of just how well they can do it. Personally, I have been 

fortunate in this regard because, over the years, I have been included as a subject in literally hundreds of experiments. These 

investigations have included a number that addressed issues in SPID. The per cent correct (or hit rate) for those studies where I 

still have records may be found in Table 4.4. The performances here are not perfect to be sure. Additionally, I believe that there 

are other phoneticians who could do (or have done) just as well as I have; perhaps they have performed (snarl) even better. The 

point is that anyone doing this type of work must provide evidence of both their native hit rate and the success rate they have 

had with actual cases. If they do not have this information available, they should put themselves to the test, as research of this 

type is fairly easily accomplished. All they will need is a good tape recorder, earphones, access to a number of voice samples 

and a neutral referee. 
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THE USE OF PANELS 
As with the section on exemplar tape recordings, it was difficult to find a home for this topic; indeed, I was not comfortable 

with any of the other possible posi- tionings. Yet, a number of forensic phoneticians actually use panels as a supplement to their 

primary procedures - at least they do from time-to-time. Thus, permit me to review these procedures before I close the chapter. 

In practice, the forensic phoneticians who employ panels will use one or both of two classes of auditors: (1) highly trained 

professionals (i.e. phoneticians) and/or (2) semi-trained or untrained laymen. As would be expected, the data obtained from the 

professionals usually are quite robust and can provide a great deal of useful information about the speaker’s identity. However, 

it also is important to include the second group - at least those who can demonstrate their ability to successfully carry out the 

task. That is, before this class of auditors is used, they should be required to show that their responses will be valid. They must 

demonstrate that they can: (1) follow instructions, (2) hear the samples presented them, (3) correctly identify pairs (of samples) 

produced by the same speaker and (4) determine when the samples in a pair were uttered by two different individuals. To meet 

these criteria, each volunteer should be given a hearing test and then (after hearing a few exemplars for purposes of familiar-

ization only), be presented a number of sample pairs on a quasi-random basis. To qualify as subjects, all auditors should pass 

the hearing test (92% or better) and demonstrate that they can recognize when a pair of samples was produced by the same 

person, or by two different talkers - at a level of 85% or better. It is suggested that this approach is a reasonable one as either 

the subjects demonstrate that they can properly carry out the task or they are not included in the subject pool. A paired 

comparisons technique (ABX), the open selection procedure or what is referred to as a blind sort approach can be employed as 

the test vehicle. Any of them will provide a reasonably good basis for the decision-making process. 

Sometimes the use of panels in a forensic context is challenged when their data are presented in court. Indeed, opposing 

counsel will argue that the use of such data constitutes ‘hearsay.’ However, that description is not a correct one as the scores do 

not constitute third party opinions at all. Rather, they result from subject responses to perceived stimuli by means of a time-

honored approach to scientific investigations of human behavior. Indeed, the argument can be shown as functionally incorrect 

simply by a review of basic stimulus-response (S-R) procedures or by documentation drawn from thousands upon thousands of 

experiments wherein investigators have used this method in research. In reality, the subject is used as a meter, just as any 

electronic apparatus might be. Thus, the responses from the panel members are just like those from other ‘meters.’ 

The use of panels does present some very real problems, however. These tend to stem from several inherent relationships. First, 

it is an expensive and cumbersome technique, second, a sufficient number of forensic phoneticians may not be available to 

populate the first group (or they may be so widely dispersed that appropriate experimental control is difficult) and, third, it is an 

awkward procedure to use in the field. Thus, for all its strengths, this technique does not enjoy widespread application. 

 

E P I L O G U E  
So ends my discourse about the professionals - who they are and what they do. If you are interested in developing your own 

skills here, you should read some of the books and articles which have been cited. The road may be a long one if you are just 

starting out but not quite as long if you already have background in some of the relevant areas. Moreover, our area does not, as 

yet, exhibit a sophisticated structure and that is one of the reasons this particular chapter was written. It is my personal hope 

that the International Association of Forensic Phonetics will take on the job of establishing specific criteria relative to the back-

ground and proficiencies a person must have before being recognized as competent in the field. The IAFP committees are off to 

a good start but now it is time for them to lay down the hard rules necessary. Hopefully, they will do so in the near future. Until 

that time, I guess that I will just have to be one of those ‘gadflys’ who challenge those who would assume trappings they do not 

deserve. 

Finally, you will remember that I left you in the lurch at the beginning of Chapter 1 (remember my story ‘Women Can Be 

Stupid Too?). What happened to that young woman who threatened the judge? Well, I pulled out all the stops in response to his 

request as I reasoned that it simply had to be someone else. However, after completing the AP-SPID procedures described 

above, plus several drawn from SAUSI, I could only conclude that she was indeed the culprit (AP-SPID = 88% confidence 

level; SAUSI = 91% probability). My efforts proved to be academic, however, as she admitted that she made the call. I even-

tually learned that she became the ‘guest’ of the State of Florida for a period of 18 months. 
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CHAPTER 5 
 

 

 

EARWITNESS LINE-UP 

 
I N T R O D U C T I O N  

 
Problems associated with earwitness line-ups, or voice parades, are of growing concern. First, this form of speaker 

identification is becoming somewhat more common than in the past; second, in some cases (perhaps many), the procedure is 

being conducted by individuals that are only marginally competent; and third, adequate criteria for their proper use have not as 

yet been fully established. However, earwitness line-ups do exist. Since they are a form of SPID, and a complex one at that, we 

should learn about them. 

 
D E F I N I T I O N  

 
Just what, exactly, is an earwitness line-up or a ‘voice parade’ (as they are sometimes called)? It is where a person who has 

heard, but not seen, some individual attempts to identify them by listening to their voice. However, these utterances (i.e. those 

made by the target speaker) are not simply directed to the witness for a judgment of ‘It’s him’ or ‘It’s not him’. Rather, the 

voice is presented (or should be anyway) in a field of other voices - usually five to eight - and the witness is asked to identify 

which among the group belongs to the subject or suspect. An example would be where a woman was raped in a dark place by a 

man she could not see but heard when he talked to her. When, some time later, a suspect is identified (by some means), his 

‘voice’ is brought before her for identification. All she has available in order to make this identification is her memory of the 

voice she heard. Naturally, it would not be one with which she is routinely familiar for, if that were the case, she would have 

long since told the police who he was. An earwitness line-up is therefore created for her by the following procedure. First, the 

suspect’s voice is recorded (an exemplar), then recordings of several other speakers (foils or distractors) are added to the tape. 

Once complete, it is played for her. If the suspect is guilty and she can identify him from his voice, he can be brought to trial. 

Sounds like an eyewitness line-up doesn’t it? It is to some extent, yet it is not exactly the same and herein lies the first of 

several problems with earwitness identification. 

 

T H E  F I R S T  P R O B L E M  
The fact that voice parades resemble eyewitness line-ups creates almost as many problems as it solves. Accordingly, it would 

appear useful to consider both the similarities and the dissimilarities between the two procedures. However, it is first necessary 

to provide some perspectives about eyewitness identification. As you are undoubtedly aware, the process of visually identifying 

a criminal from a pool of individuals is a practice of long standing. It can occur ‘live’ - i.e. where the suspect is placed in a line-

up with four to six other people and the witness attempts to pick him or her from the group - or it can be based on a ‘mug-book 

line-up’ (i.e. a set of photographs). In the second case, the witness looks at books crammed with photographs of possible 

perpetrators and tries to find the correct one (these mug-books remind me of Claude Rains when he said: ‘Round up the usual 

suspects’ in the motion picture Casablanca). 

There is little question but that eyewitness identification can be quite important to the conduct of a criminal investigation or a 

trial. Indeed, Buckhout and Freire (16) pointed out that ‘the crucial point in many criminal investigations occurs when a suspect 

is formally identified by a witness in the show up, lineup or photo array.’ They are joined by Loftus (2) and van Wallendael et 

al. (3) who suggest that eyewitness testimony can be of considerable importance to airy, regardless of the circumstances under 

which the crime was committed. In fact, Buckhout (1), argues that the ability of a witness to visually identify a criminal is one 

of the very foundations of the criminal justice system. Such testimony is not just important, some people believe it to be 

virtually infallible. Thus, it goes without saying that, since earwitness line-ups are patterned somewhat after visual 

identification procedures, they too can be considered both important and valid. I will concede that they often are important. 

Unfortunately, however, neither the eyewitness nor the earwitness procedures are as robust as you might think. There are 

problems with both and, worse yet, there are as many dissimilarities between them as there are similarities. You are not 

convinced that eyewitness identification is not as powerful as you might believe it is? Let us consider some of the positives and 

negatives inherent in the approach. 

 

P E R S P E C T I V E S  A B O U T  E Y E W I T N E S S  I D E N T I F I C A T I O N  
As you might expect, anything approaching a complete discussion of eyewitness identification would require a book of some 

magnitude. Indeed, the field is already replete with them. Accordingly, this review will be but a brief outline of some of the 

relevant pros and cons about the process. 

First, you might be interested in an eyewitness research project reported by Loftus (2). She writes about an experiment where a 
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simulated crime was committed and a suspect tried by a student jury. Surprisingly, 68% of the student jurors voted to convict 

the ‘defendant,’ even though the single eyewitness, who was shown to have only 20/400 vision, was not wearing glasses at the 

time of the ‘observed’ crime. Rattner (4), plus a number of other investigators, emphatically agree with her. To illustrate 

further, Buckhout (5) also simulated a crime before a class of student ‘witnesses,’ they later were shown two videotaped line-

ups. He found that, in some cases, less than 15% of his subject-witnesses identified only the criminal, and did so without 

impeaching their choice by also choosing a second, but innocent, person. At their best, the witnesses were mistaken over 40% 

of the time. In another example, Buckhout and Figueroa (6) demonstrated that they could bias witnesses by misaligning certain 

photographs in a ‘spread’ or by the verbal instructions they provided. In all fairness, it must be said that the effects these 

investigators created were not particularly powerful and, hence, the witness probably would need substantial biasing before the 

process was significantly degraded. Nonetheless, the effect was there and it was operative. 

Other projects support the idea that eyewitness line-ups can be less effective than you would wish. Some of these relationships 

can be summarized as follows: 

13. Race: individuals generally are better at identifying members of their own race than other races (5, 7); 

14. Sex: females tend to be better at identifying females whereas males do not show much of a gender bias (7); 

15. Attractiveness and distinctive features: individuals who are substantially more or less attractive than the general 

population appear easier to identify (8); so are faces that can be considered distinctive (9, 10); 

16. Age: older individuals tend to be somewhat more identifiable than younger people (7); 

17. Clarity of observational field: poor lighting, poor eyesight and so on reduce accuracy (5). 

While approval (i.e. a ‘positive’ environment) tends to enhance identification accuracy, factors such as high similarity among 

the foils or presentation unfairness (especially that of misinformation or ‘suggestive’ information) tend to reduce correct 

identification levels (11-15). 

As can be seen even from this brief review, the strengths and weakness of eyewitness identification have been studied and 

many of the pitfalls related to their use are known. While it is, perhaps, not as powerful a tool as is often thought, it still can be 

useful if employed with rigorous and intelligent controls (16-20). Moreover, the procedure can be reasonably accurate if the 

various environmental and behavioral factors are favorable and the investigator understands which relationships and/or events 

can degrade or enhance the process. 

 

E A RW I T NE S S  V E R S US  E Y EWI T NE S S  

The second problem to be faced is that a number of professionals apparently favor the eyewitness process as a model for 

earwitness identification (21-30). Several argue that both involve the use of a sensory modality and that they are structured in a 

similar fashion. Others seem comfortable with the procedures because they (apparently) believe them to be both similar and 

equal. In some ways, but not all, these authors are correct in their thinking. 

At the other extreme are those individuals who argue that voice parades are an inadequate or inappropriate approach to SPID 

(31, 32). Still others appear uneasy with their nature and application (33-38) or with the ways in which they often are carried 

out (39, 40). I ignored this area when writing my 1990 book (33) and (later) in a chapter on Forensic Phonetics (41). At that 

same time, however, a number of practitioners were attempting to codify and upgrade the approach (21, 29, 39, 42-51) and the 

police were also quite active in this area. In any case, a controversy exists. 

Now back to the eye-ear contrast. As stated, many of the similarities between the two procedures are obvious; both involve the 

use of sensory modalities, the memory of human characteristics or behaviors, confrontational situations, the process of 

selecting (or identifying) a person from a group, and so on. In other instances, the two may or may not be parallel. Examples 

are where the witness saw the assailant, the witness heard the assailant (alike), the witness saw the mugger, the witness 

overhead a drug dealer making a sale (different) etc. Moreover, they are dissimilar in even more fundamental ways. That is, 

differences exist in: (1) how the (auditory/visual) memories are processed; (2) how a voice is structured (or categorized or 

analyzed) as opposed to how visual features are assessed and stored; (3) the ways in which fear, anger or arousal can affect the 

two identification processes; (4) the ways in which poor eyesight and hearing disabilities relate, and (5) the native abilities and 

attributes which support good visual analysis/memory in contrast to those which make some listeners better at identification 

than others. As you might expect, this list could be extended with neat parallels observable for some factors and very serious 

differences for others. In short, it is unreasonable to postulate that eyewitness and earwitness identification mirror each other. 

On the other hand, and because of the similarities noted, forensic phoneticians involved in voice parades certainly should be 

cognizant of the nature and structuring of eyewitness procedures. They also should have an appreciation of the successes, 

failures and controversies articulated by the forensic psychologists working in that area. It is particularly important to have 

reliable information about the practical problems encountered when eyewitness line-ups are attempted (1, 4, 5,10-12,15-17). 

Finally, we should not take the position that somehow the workers in the older field are the masters and we are but the students. 

We certainly can learn from them but even more important to us are the scientists in our own area who have provided a great 

wealth of information about speaker recognition in general (its strengths and limitations) and the aural-perceptual process in 

particular. This information can often be directly applied to problems associated with earwitness identification. In short, we 

need to know what they are all about, how they work and, especially, about the research and practice upon which they are 

based. 

 

A N  A D D I T I O N A L  I S S U E  
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One criticism leveled against earwitness lineups (and against eyewitness identification in general for that matter) is that they 

are unreliable - that people simply are poor witnesses. How often have you heard a detective on TV say something like ‘Give 

me 10 witnesses to a crime and I’ll give you 10 different descriptions of it!’ As a matter of fact, some critics ask why anyone 

bothers to ask witnesses anything at all? But, is the situation really that bleak? Perhaps not. Interrogation (of all types) is 

conducted because investigators can often sift through the information they obtain and make sense out of it; other times it 

provides them with leads. Moreover, there have recently been a number of advances in relevant areas. Improved interrogation 

techniques now exist, more is known about memory and about how witnesses may react to a given situation. We are better 

informed about AP-SPID and information also is available about environmental situations and how they can upgrade or 

degrade perceptual judgments. Let me give you an example, I call it ‘A Big Noise on Sunday.’ 

From time-to-time the Beech Aircraft company requests that my son Kevin and I evaluate certain events about which they think 

we can legitimately provide them with useful information (these requests usually are associated with an incident or crash). 

Ordinarily, we can either do so or, at least, make appropriate observations; often experiments are run to test their (or our) 

theories about what actually happened. One such incident occurred on a pleasant Fall Sunday morning not too long ago. A pair 

of military fliers on a ‘cross country’ took off from the commercial airport outside a middle-sized US city (where they had 

overnighted); they were flying a Beechcraft T-34 two-seat military turboprop trainer. They crashed immediately after takeoff 

and the disaster was heard by over 50 people (and seen by nearly half of them) who lived in an area either near the airport or at 

the end of the runway. Why did it happen? We were contacted only after the ‘usual’ causes had been shown not to be operative. 

Perhaps clues could be obtained from the sounds the plane made, or from the witnesses. Our team was provided technical 

details of T-34 operation, the NTSB (National Transportation Safety Board) findings, statements by the witnesses and, of  

course, a reconstructed scenario of the flight. As you might expect, a reading of the witnesses’ statements revealed all kinds of 

descriptions and what appeared to be many contradictions. Indeed, taken as a whole, what they said they heard (and saw) was 

pretty confusing. We were asked to digest all available information and then go to the crash site in order to (1) re-interview the 

witnesses about both their auditory and visual impressions and (2) make sound level measurements, plus tape recordings, of a 

number of controlled fly-overs by a T-34. We were permitted to specify the number and characteristics of these flights (that is, 

we could do so within reason). We first reorganized the witnesses’ reports into sets based on where the people were located at 

the time of the crash. We then set up the sound level meters and tape recorders at the centers of these several areas with another 

of my sons, Brian, handling the most sensitive of them. What became apparent almost immediately was that, when the 

witnesses were grouped by location, their observations showed reasonable agreement and, more importantly, began to make 

sense. That is, nearly all of them said that they heard either a very loud bang, an impact sound or a brief but very loud roar. 

Where they actually were located also seemed to control what they visually observed when they looked up to see what had 

created the disturbance and where it was coming from. The question then became ‘What caused that big roar?’ especially since 

the T-34 engine was found not to have malfunctioned. Moreover, turboprop engines are quieter than radials or jets; they do not 

‘roar’ as loudly on takeoff. Finally, since all of the people interviewed lived near the airport and were used to noises associated 

with aircraft traffic, their attention would not have been attracted unless something rather unusual had happened. In addition, 

while turboprops make noise, loudness is usually reduced not increased when they malfunction. Yet, this particular plane made 

such a loud noise it induced dozens of people living in a trailer park close to the end of the runway to rush from their homes to 

see what had happened. Moreover, the pilots operating our test aircraft simply could not make the kind of noise the witnesses 

said they had heard. A dozen of them cooperated by listening to all the different sounds we were able to make. They said that 

none of them were like those they heard on that fateful Sunday. By the end of our evaluation, we were pretty sure that their 

opinions were accurate. As a matter of fact, they materially aided us with the solution (sorry, but the parties involved have 

asked that we keep it confidential). What is important here is that the (witness) reports were both stable and helpful. That is, 

they were once we had determined (1) where they were located at the time of the accident, (2) their field of view and (3) the 

time elapsed between when they were attracted to the event auditorily and then could locate the T-34 visually. My personal 

opinion (based on this example and other like experiences) is that witnesses often are given less credit than they deserve. 

Perhaps some of the problem here is due, in part anyway, to the people who interview them. So much for the example. It now 

would appear useful to take the information found in Chapter 3, add what we know, specifically, about earwitness identification 

and structure some sort of criteria about how it should be done. 

 

R E S E A R C H  O N  E A R W I T N E S S  L I N E - U P S  
It is almost impossible to disassociate the relationships we are discussing from those reviewed in the previous chapter. After all, 

the processes used here are both auditory and perceptual. However, earwitness line-ups are restricted in the sense that: (1) the 

target voice will not be known to the witness; (2) there always is a latency (sometimes one that is quite large) between the point 

in time where the listener first heard the perpetrator’s voice and when the earwitness line-up is held; (3) the witness will rarely, 

if ever, have received training fundamental to SPID analyses; (4) the process is controlled, almost rigid, and (5) all kinds of 

emotional/personality variables can influence it. Moreover, you will recall that some people are simply better at remembering 

voices than are others and this is an important uncontrolled variable. Thus, the list goes on and on and, as you can see, it 

intrudes into many areas that are only quasi-related to SPID. So how can the relevant issues be organized so they will not result 

in just randomly presented statements, or a simple review of Chapter 3 (and a redundant one at that)? My approach will be to 

divide the material into several functional categories. They consist of the relationships which are: (1) controllable, (2) partly 

controllable and (3) uncontrollable. A subsequent section will focus on procedural controversies and, finally, you will be 

presented an outline focused on how the earwitness line-ups can be structured. 
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CONTROLLABLE RELATIONSHIPS 

The following issues or events should be pretty much under the control of the people who establish, administer and interpret the 

voice parade. 

Witness familiarity with the suspect 
It is not enough just to say that, if the witness knew the speaker, the case would have been long since resolved. This is true, of 

course. However, there are other relationships which also are relevant; they are related to, but have a somewhat different slant 

from, those discussed in Chapter 3. For one thing, van Lancker and her colleagues (52-55) suggest that the cognitive processes 

which underlie the recognition of familiar voices differ from those used in identifying unfamiliar ones. Specifically, while 

familiar voices invoke a discrimination process which can be likened to a pattern recognition task, the perception of unfamiliar 

voices taps into one which involves feature analysis. This latter process is much more difficult to carry out than is the former 

and, as such, may result in greater error. In addition, since naive listeners are not trained to differentiate among voice 

parameters, they have to rely on a rather global set of criteria when they attempt voice judgments (56). This strategy poses an 

extra problem when the target voice differs from the other voices with respect to a parameter which is not in the listener’s 

response set. An understanding of these features permits the investigator to appropriately structure the line-up as well as 

intelligently assess the judgments obtained. 

 

Administration and control of line-ups 
A controversy exists here. Kiinzel (47) insists that only qualified forensic phoneticians should be permitted to structure and 

conduct earwitness line-ups. He takes this position in reaction to a serious problem. Specifically, there is now ample evidence 

that the individuals who conduct these earwitness line-ups can vary widely with respect to their competencies. Indeed, they 

include such divergent individuals as police officers (some of whom are seriously unqualified), law enforcement personnel 

(only some of whom have studied the process), social workers, handwriting specialists, fingerprint examiners, private 

detectives, security personnel, eyewitness specialists, speech pathologists, linguists, psychologists and phoneticians of all types. 

Virtually no cohesive structure exists relative to how they should conduct/interpret these procedures, and there should be. That 

is, those who are not qualified should be excluded and those who are competent (basically, anyway) should be provided with 

appropriate operational criteria and guidelines. However, is Kiinzel correct in insisting that only forensic phoneticians control 

the process? He is in an ideal world, but it also is necessary to be practical. Indeed, there are some countries and/or regions in 

this world that cannot claim the services of even a minimally trained phonetician, much less a specialist in forensic phonetics. 

Moreover, there are other types of forensic specialists who could handle this task; even some law enforcement personnel are 

competent. For example, a Canadian law enforcement officer (49) has reported a sequential (10) approach that appears superior 

to the traditional simultaneous line-up (see below). So, what would appear to be the best solution to this particular controversy? 

The key, of course, is education. Specifically, appropriate operational criteria and procedures should be developed and 

disseminated, and selected personnel trained in their proper administration and assessment. 

 

Witness expectations 
Problems have resulted from the witnesses’ assumption that the criminal - or, more accurately the criminal’s ‘voice’ - will be 

among the persons/voices in the line-up. This issue has been recognized for some time (57-60). For example, we (58) found 

that ‘innocent’ talkers were sometimes selected as the criminal. Worse yet, very few listeners took the option of indicating that 

the target voice was not present in the line-up even when they realized that such was the case. This problem also is addressed 

by Milroy (61 ) who warns that listeners’ expectations (as to the identity of the unknown voice) can sharply influence their per-

formances. As stated, this factor is especially critical as earwitnesses can be persuaded that the criminal is among the suspects 

for no reason other than they believe the police officers would not ask them to come in and identify a voice if they did not have 

the perpetrator in custody (14, 57). This bias can be countered, however, if the examiner informs the witness that the voice line-

up may not include the alleged criminal. 

 

Test structure and administration 
These elements are, of course, under the control of those individuals (and their staff) who carry out the voice parades. They are 

discussed in greater detail later. What is reviewed here are those relationships which provide the undergirding of the process 

plus others which interface with AP-SPID in general. Some of the more important of these are: 

18. Sample size. One factor that can be appropriately controlled is sample size. As you will remember from Chapter 3, a 

number of investigators have observed that sample length can be an important factor in SPID (33, 44, 62-65). Indeed, data had 

become available as early as 1954 (66) which indicated that identification accuracy improved with increasing sample duration 

(at least for a while) and greater sampling provided additional information about the speakers phonemic repertoire (63, 67-

69). Another relationship. While increased sample length may improve listener scores for filtered speaking conditions, these 

relationships are quite complex and are especially so for speech over telephone links (39, 70-75). In short, however, the larger 

the speech sample, the better for the listener (it does not matter if they are professionals or lay witnesses). That is, the greater 

the repertoire of speaking events, the greater the fund of contrastive information. In any event, good control can be exercised 

over sample length or duration. 

19. Sample quality. Note from Chapter 3 that sample quality also is important. Again, reasonable control can be exercised 

at the identification end of the process even if it was impossible to do so during the confrontation (for example, severe noise 

may have been present even if the perpetrator was close to the witness or the telephone link may have been a poor one). 

Control of quality can be quite important especially across the lineup samples. A number of investigators have observed that 
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listener’s performance can be hampered, even for known speakers, when the signal is degraded by increasing the number of 

speakers, substituting whispered for normal speech, using different types of speakers, using different speech materials and so 

on (35, 45, 48,58, 67-69, 72, 76-85). Suggestions as to how to control sample quality will be found in subsequent chapters. 

 

 
(c) Foils. The number and nature of the foil or distractor voices used in the line-up is important too and many aspects of this 

element lend themselves to control. That is, since witnesses’ ability to cope with the identification task correlates with the 

number of talkers in the group, the number of‘foil talkers’ will affect their accuracy in making judgments. Hence, the number 

of foils or distractor voices used in a voice parade should be kept to a reasonable minimum (say, five to eight). As you can see, 

cohort size is one of the parameters which can be controlled. So too can the nature of the distractor voices. It would not be 

sensible (or fair) to seek out and select only voices which do not sound like the suspect's as it is well known that if only 

speakers who sound very different from the suspect are used, many false identifications will occur. Conversely, research also 

can be used to show that if foils with voices that sound similar to the subject’s (or criminal’s) are included, identification 

accuracy can be seriously reduced (73, 83,86-88). At the very least, the number of false identifications will be increased (89). 

Note that when Rothman (73) used sound-alikes (e.g. brothers, fathers and sons), he found that identification accuracy dropped 

from 94% (ordinary foils) to 58% (sound-alikes). Our results were similar (87). Thus, to be fair to both the witness and the 

suspect, the line-up should contain a variety of voices: one or more can be somewhat similar to the target voice, one or more 

should be somewhat different and the rest ‘in between’ (42, 43, 86). Finally, the speech samples presented to the witness should 

be uniform in all respects. That is, the recording environment should be consistent, the text of the speech samples similar, etc. 

Whether the presentation is quasi-simultaneous (i.e. all voices placed on one tape and it played in its entirety) or sequential 

(each voice on its own tape) are under the administrator’s control. 

 

PARTLY CONTROLLABLE FACTORS Emotional states 
One of the challenges facing the person who structures an eyewitness line-up involves assessment and control of the witness’s 

psychological state. Unfortunately, not nearly enough research has been carried out about the effects that felt emotions have on 

SPID, a little has been reported but the models here are incomplete (26, 36, 52, 53,90-92). Indeed, such is the state of science 

that even though it is well known that psychological stress (and other emotions) will be reflected in a person’s voice (42, 93-

97), the magnitude of their effect has not been established. So, what impact do these emotional factors have on voice parades? 

First, it must be remembered that the practitioner has no control over, and, indeed, little direct knowledge of, the emotions 

experienced by the victim or witness during the commission of the crime. About all the examiner can do is interview the 

witness and, then, make some sort of an educated guess. A high level of psychological stress (especially fear and anger) would 

probably have been experienced by the victim if the trauma was substantial. Conversely, little stress would be expected of an 

agent who routinely intercepted a telephone call by a drug dealer. The primary level of stress experienced might also be 

complicated by varying states of arousal. Consider the discussion in Chapter 3 (90, 91) as to how these two factors can 

interrelate. The subjects who had been stressed and/or aroused did better at recognizing speakers than those who had not been 

threatened. Of course, no control is possible over the original event, however, knowing a little about what the witness had felt 

at the time can assist the examiner/investigator in enhancing line-up administration and better interpreting the witnesses’ 

responses. 

 

During the line-up 
It is also important to identify the psychological states or emotions the witness is experiencing during the voice parade. An 

example here is the case of the ‘Modern Marquis de Sade’. A Canadian man kidnaped a number of young women (one at a 

time, of course) and kept each of them captive for several days. During their captivity, he humiliated, tortured and raped them; 

toward the end of his spree, he killed several of them. He was eventually caught and, since he had not let his victims see him 

(he used blindfolds, masks, etc.) but had talked to them, earwitness line-ups were essential. Each of the surviving women, in 

turn, were allowed to hear tapes of his voice plus those of a number of foils; these tapes were presented ‘in sequence’ (see 

below for descriptions of sequential procedures). Several of the women could not make an identification (one said she was 

afraid to); others did, however. Moreover, one or two others had been so profoundly affected by the experience, they broke 

down when they heard the perpetrator’s voice. The worst case was one where the victim had been so traumatized she could not 

carry out the task at all. She burst out crying the minute she heard his voice - certainly a powerful identification even if she was 

unable to speak. Watching the films of these women provided me with substantial insight about the various ways they coped, or 

did not cope, with extreme stress and the identification process. There are times when prior trauma and its effects are not so 

obvious, but since they can operate to degrade the speaker identification process, attempts should be made to identify and 

mitigate them. Obviously, they must be recognized before they can be countered. 

 

Disguise 
Finally, there is little question that any attempts at voice disguise by a suspect can reduce witness accuracy (33, 35, 41, 45, 57, 

76, 84, 93, 98, 100-103). These attempts may be controlled to some extent when the exemplar is made; however, nothing can 

be done about the voice disguise that might have taken place during the original confrontation. Important here is collaboration 

with a skilled interrogator/examiner; one who is knowledgeable about speech, voice disguise and how to counteract them for 

purposes of a good line-up (104). 
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UNCONTROLLABLE ISSUES 
There are some factors that simply cannot be controlled by any investigator or administrator. It can only be hoped that, if they 

occur, their effects will be either randomized, counter-balanced or minimal. 

Training 
While general training (either field training or training in general phonetics) does not always provide significant benefits to 

individuals conducting speaker identification evaluations, specific training in forensic phonetics will tend to upgrade 

performance sharply (71,105-110). However, few, if any, witnesses can be expected to have any training at all. Hence, this 

factor is not subject to control by the administrator of an earwitness line-up. 

Talent 
A closely related issue is that of listener talent. That is, it has been shown that some listeners are simply better at identification 

than are others (37, 39, 58, 75, 82, 99, 105, 107, 108, 110-115). This factor constitutes another uncontrollable variable. 

Memory 
One of the most important of the uncontrollable variables involves the witnesses’ memory (both type of memory and the ability 

to remember). These factors are of particular consequence because the ability of humans to remember a heard voice is 

fundamental to the earwitness line-up (79, 119). A complicating item is that auditory memory is rather different from visual 

memory. For example, it has been found that ‘eyewitness memory’ does not significantly affect correct identification even after 

delays as long as several months, whereas even shorter latencies markedly degrade memory for auditory stimuli. Thus, 

latencies related to earwitness identification are critically important. That is, while it would be expected that the results 

obtained depend a great deal on the presentation protocols (i.e. open/closed sets, length of utterance (s), number of distractors, 

quality of the speech samples, etc.), it is the overall factor of time which is of prime importance. For example, remember that 

McGehee (120, 121) (and others, of course) reported a considerable decay in identification after the first week. Also remember 

that the curve for her scores tended to resemble the Ebbinghaus ‘forgetting’ curve (122), i.e. a sharp but minor reduction, which 

occurred immediately, followed by a steady decay over time. Other data have been reported which appear to have violated this 

pattern (36,58); nonetheless, overall, the decline is consistent and often sharp (26,120, 123). To reiterate, latency is a crucial 

factor and significant degradation in identification accuracy can usually be expected after only a couple of weeks. The phrase 

‘significant degradation’ is the controlling term in this instance because, even though some auditors are capable of performing 

well even after long periods of time have elapsed, memory for voice will decay and will do so even for the best of them. To 

summarize, it has been shown that slight delays (prior to the line-up) may not significantly impede the SPID process but those 

typical of the forensic situation can be quite detrimental. While sooner is better, this factor is not controllable. 

 

Witness characteristics 
You should now be aware that a rather substantial amount of research has been carried out on AP-SPID; it even can be said that 

a healthy segment of it has addressed earwitness identification. Yet, few projects have focused directly on those factors or 

characteristics which permit humans to be consistently good at this task (or, for that matter, poor at it). An exception is 

Dejong’s work (105) a study she completed at IASCP, University of Florida. Admittedly, the ‘native’ talent of a witness would 

be subject to little, if any, control. Nevertheless, an understanding of these factors should aid the examiner in making better 

sense out of witness behavior. In any event, Dejong asked if a person’s memory, inherent auditory capability and musical skills 

would affect their ability to identify speakers and, if so, just how these particular characteristics operated to influence accuracy. 

In order to answer these questions, she selected a group of 112 women between the ages of 18 and 35 years of age and 

subjected them to a SPID selection procedure. The two groups she ultimately studied consisted of 14 women who scored 

highest on the identification task and 13 who exhibited the lowest scores. Memory was assessed by means of a number of test 

vehicles; as were subjects’ auditory and musical skills. The results were compared first by cohort and, subsequently, 

individually. Dejong reports that intelligence (as measured by cognitive processing) was the better predictor of a subject’s 

ability to identify speakers (better, that is, than basic auditory and memory skills). She also discovered that listeners who 

exhibited a high degree of musical aptitude could be expected to perform somewhat better than those who did not show these 

capabilities. This series of experiments provides some insight about the factors which discriminate among good and poor 

earwitnesses. Although there is little chance that these factors can be modified in any manner by the examiner, information 

about them can certainly increase his or her depth of understanding about the process.  

 

Other issues 
Lastly are a number of factors which are said to influence witness sensitivity to a voice. Ordinarily, these effects tend to be 

minimal; hence, they will be only briefly considered. First, it has been suggested that chronological age can affect the SPID 

process. If this is true, it would help in explaining some of the variance here. Some gross evidence has been presented but it 

seems clear that individuals are more accurate in dealing with people their own age and that, overall, children and the elderly 

are poorer at these tasks (24, 70, 78, 111). Further, it is often argued that listener gender must be situation specific because 

neither males nor females have been found to be consistently better at voice identification (4, 24, 30, 69, 116). Third, it has 

been reported that hearing a non-native language can reduce the level of correct identification (38), whereas various types of 

accents will not (117). However, I do not believe these factors to be controlling as the preponderance of the data would suggest 

otherwise (see the discussion in Chapter 3). Finally, it has been suggested that witnesses who have heard the subject more than 

once will often do better than those who have not and some reports can be used to argue this position (118). While the occur-

rence may be a litde unusual, it does happen. An example here is the case of the ‘Friendly Rapist’. A woman living in the US 

Virgin Islands was raped. She reported it to the police and then, later, indicated that the rapist had called her on the telephone 
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and asked for a date. Later, she reported as having ‘heard’ his voice yet again but could not remember exactly where; she said 

that she had begun to wonder if she had only imagined these subsequent occurrences. Then, suddenly, she realized that a man 

who frequented the same market she did was the culprit and that having heard his voice a number of times allowed her to 

identify him. He was arrested and she did very well at identifying him from among the foils in a voice parade. The police also 

found that he had kept the jewelry he had stolen from her at the time of the rape and they returned it all to her. 

 

P RO CE D U R E S  
There are currently three approaches to the structuring of earwitness line-ups; the first two can be identified as a type of 

simultaneous line-up and the form of the third is sequential. Simultaneous line-ups are where the suspect’s voice, included with 

the foil samples, is/are heard as a set, i.e., serially one immediately after the other. Sequential presentations are where the 

witness listens to the tapes one at a time. These techniques parallel those developed for eyewitness identification (10, 19). 

The first type of voice parade is simultaneous in nature but, in this case all samples (i.e., that of the suspect’s voice, plus those 

of foils) are presented only once. The second of the three is structured in much the same manner as the first but the sets of 

voices are presented several times. The third approach is quite different from the first two as it is sequential in nature and the 

witness controls the number of times each tape is heard. 

 

THE SIMULTANEOUS SINGLE-TRIAL LINE-UP 
The procedure here is to randomly place a tape recorded sample of the suspect’s voice within the set of distractor voices (or 

foils). The witness is only allowed to hear this tape recording once. Of course, it is difficult to understand how only a single 

trial could take place under any circumstance (i.e. where the witness hears the voices only that one time and never again). The 

question arises as to what happens if he/she asks to hear it again and a heated debate currently exists about these procedures 

and their consequences. Some individuals have contended that, to be valid, only a single trial can be performed, others argue 

that the witness (es) should have the option of hearing the tape as many times as they wish. 

Moreover, the proponents of the second approach suggest that the witness must demonstrate that they can consistently identify 

the suspect’s voice, and do so a number of times before the results can be accepted. In this case, the suspect’s sample would be 

placed in a different position on the tape for each of several trials; the distractor voices also would remain the same but sorted 

into different positions. 

The single trial advocates argue that these multiple presentations do not meet appropriate statistical protocols/assumptions and 

that rehearing the suspect’s voice over and over again will cause the witness(es) to identify him even if he is not the perpetrator. 

In turn, the multiple trial advocates argue that repeated- measures statistical techniques will appropriately handle designs of this 

type and that a single trial does not permit reasonably stable judgments to be made. They will lead, potentially anyway, to false 

identifications and eliminations because the witness is not provided enough information to make an intelligent decision. Even 

more important, however, there is no reason to believe that a witness would falsely ‘lock’ onto the suspect; after all, why 

should one do so if the suspect is not the perpetrator? Since each of the distractor’s samples also are repeated, there is just as 

much chance that the witness would lock onto one of them (if, indeed, that happens at all). The experimental data available on 

the issue tend to suggest that correct identification does not vary with repeated trials. That is, it has been shown (58, 99, 118) 

that auditors correctly identify a particular speaker with equal accuracy both early and late in a series of presentations. Finally, 

there currently are not enough data to establish that single trial procedures are valid in the first place. This approach probably is 

not a good one.  

 

THE MULTIPLE-TRIAL, SIMULTANEOUS LINE-UP 
This entity is structured almost identically to the one described above; i.e. a speech sample produced by the suspect is 

embedded somewhere within a sequence of samples spoken by the foils. The difference is that this tape recording is replicated 

a number of times. It contains the same suspect and foils but with their utterances placed in different positions each time. 

Speech sample content can also vary over the trials but it must be consistent for the speakers within each. The arguments cited 

above also apply here but, again, they favor this approach over that of a single presentation. Nonetheless, one of the principal 

objections to this approach is that, since eyewitness line-ups are presently carried out only once, voice parades should be 

similarly restricted. However, this argument is not based on fact. Eyewitness line-ups (either live or as photographic arrays) are 

usually presented in a single session but not only once. The suspect and foils are not seen a single time but rather many, many 

times. That is, the witnesses can look at the people in the line-up for as long as they wish and as many times as they want; they 

can have them step forward, turn left, turn right and so on - hardly a single trial. Moreover, consider Table 5.1. Here, you can 

see that very little ‘locking in’ on anybody (target or foil) occurred in a number of real-life situations and experimental trials. A 

case in point may be referred to as that of the ‘Victimized Mother’ (33). Several years ago a divorced woman with several 

children had one of her teenage daughters  
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kidnapped. Just about the time the police found the daughter’s body, the woman received a telephone call from a man who said 

he was the person who had kidnapped the girl, that she was safe and well, and that he would return her if the mother paid him 

$6000 (a rather tacky sum, would you not agree?). Because of this call (which was recorded, of course), the police did not 

release the information about the discovery of the girl’s body, but rather set a trap for the extortionist. An agreement was made 

over the telephone and the money was placed next to a dumpster in the alley he specified. Naturally, the entire area was placed 

under surveillance and, after several hours had elapsed, a man left one of the apartments and walked down to the dumpster 

carrying a container of trash. After depositing the trash, he appeared to notice the sack containing the money, picked it up, 

looked in it, looked both ways down and up the alley and, then, hurriedly returned to his apartment. He was arrested. During 

the period before his trial, he was asked to make a voice exemplar and did so. Four other speech samples were provided by two 

policemen, a parole officer and a social worker. Excerpts from the five tape recordings were played to the mother by the district 

attorney and she identified the suspect as the extortionist. Thereupon, he was brought to trial, but only for extortion as it was 

clear he was not involved in either the kidnapping or the murder. I was called in because the defense was unhappy with the way 

the prosecution had handled the earwitness line-up (they had reason to be). First, I examined the voice line-up itself and 

discovered that the defendant’s voice was rather different from those of any of the foils. I played the tape to a class saying ‘one 

of the men on this tape is a criminal; which one?’ The students grumbled about not having enough information to do so but, 

82% of them selected the defendant. Thus, I opined that the witness probably had enough cues to point him out even if he was 

not the extortionist. Upon hearing this, the defendant’s lawyers challenged the procedure and the witness was required to repeat 

her evaluation in open court. Even after learning about the problems with the foils, the presiding judge still ruled that the tape 

had to be used ‘as is’ (but resorted). However, he did allow me to present a number of trials, some with the unknown caller’s 

voice substituted for the defendant’s. Since only the judge had the key, he was able to assess her performance. His reasoning 

apparently was that, if the witness could systematically identify the defendant, he undoubtedly was the guilty party (albeit, a 

pretty darn lazy guy). On the other hand, if she could not do so, the defense attorney would argue to the contrary. As it turned 

out, the courtroom test was only modestly conclusive. The woman was only able to identify the extortionist about 75% of the 

time and the defendant at a level that was slightly lower. While still a little questionable, these identifications were at a level 

that was well above chance and the mother completed the task under stressful conditions (on the witness stand in an open 

courtroom). In any event, the defendant was convicted and, perhaps, justifiably so. The point here is that the witness’s patterns 

of correct identification showed no systematic biasing over the trials. Indeed, she did not ‘lock’ onto any of the speakers except, 

of course, the unknown talker and the defendant. And here, some of her identifications came early in the sets with her errors 

actually coming later. The reverse would have been true if a learning of the defendants voice had occurred. This is but one 

example, yet it provided further evidence that multiple trials are helpful. 

 

The sequential procedure 
The third approach is probably the most powerful of the three; it can be best understood by consideration of Figure 5.1. Note 

that the room is a relatively  
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small one and contains two desks, two chairs and a mounted video camera. The witness sits at a desk with a tape recorder 

placed in front of her. The person at the other table provides the (numbered) tape recordings. This administrator would not be 

permitted to know which of the tapes contains the suspect’s voice exemplar. The procedure is that the witness calls out a 

number, the administrator gives her that tape and she plays it (she is allowed to make notes if she wishes; the administrator is 

not permitted to do so, or to comment). The witness then hears, in turn, the rest of the tapes in any numerical order desired. 

Once all the tapes have been heard, the witness is permitted to request (and replay) any of them and as many times as 

necessary. Ultimately, they are asked if they can identify their assailant (or the suspect) and, if so, which tape contains his or 

her voice. They are not required to make a selection if they are unable to, or are uncomfortable in, doing so. Finally, note again 

the video camera seen in the drawing. It is by this means that relevant individuals can observe the behavior of the witness and, 

indeed, the entire procedure. The videotape of the entire session is retained for possible future use. This approach appears to 

incorporate virtually all of the positive features of the other two but few, if any, of their negative aspects. It also permits a 

permanent record to be made of the entire session. The video camera can be linked to TV sets in the other room and any 

number of interested parties can observe the witness’s behavior without introducing any of the possible negative effects 

(pressure, biasing, intimidation, etc.) that could result from a more invasive procedure. 

 

C R I T E RI A  F O R S TA N D A RD S  
There is little question but that standards for earwitness line-ups can be difficult to establish (perhaps that is why so few people 

have tried). For example, note the confusions and controversies that surround eyewitness identification. Consider also the many 

different procedures (exact and casual, sloppy and efficient) that have been used around the world. It must be remembered also 

that there are many issues in AP-SPID which are not relevant (or even tangential) to earwitness identification, especially when 

standards are considered. For example, how a practitioner (at any level) should interface with the courts or law enforcement 

personnel is somewhat irrelevant, as is how suspects should be identified and/or indicted, or how basic police records should be 

kept. These may be of legitimate concern to practitioners but they are beyond the purview of criteria necessary for the proper 

conduct of earwitness line-ups. Thus, the standards found below are limited to those relationships which permit valid and 

efficient procedures to be established - those that will be fair to both the witness and the suspect. 

So, what are they? As it turns out, a number of them are quite obvious and they provide the substrata for the guidelines to 
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follow. Others may not be so obvious but since they enjoy support from both research and logic, they will be included also. 

Moreover, there are a few issues which either have to be resolved or await future research; when they are reviewed, they will 

be so identified. 

Please note that all of these three topics will be covered. To ignore what can be accomplished in order to wait for a ‘full 

solution’ is similar to the founding fathers of the United States refusing to write a Constitution because it would not cover every 

eventuality and probably would be subject to future amendments. 

  

DEFINITIONS 

The basic definition of an earwitness line-up can be found at the beginning of this chapter. However, further clarification 

probably will be useful. Simply stated, the process is one where a witness is required to identify (if possible) a suspect’s voice 

from a field of voices. Each line-up should involve but a single witness and a single talker. The talker, then, is usually a suspect 

(they will be identified thus in this section). If there is more than one witness, or more than one suspect, multiple line-ups 

should be carried out, and they must be conducted independently of each other. The witness must have heard the suspect’s 

voice but not have seen them (utterances heard over a telephone line or when the witness was blindfolded are examples). In 

short, a voice parade is not indicated if the witness (1) has seen the suspect, (2) is familiar with his or her speech and voice or 

(3) is presented the voice samples in any manner other than those specified below. In the other cases, alternative forms of 

identification should be carried out. The criteria for earwitness line-ups follow. 

 

General issues 

(a) Parity. Earwitness line-ups should be scrupulously fair to both the witness(es) and the suspect(s). Guidelines should be 

established for this purpose and rigorously observed. 
(b) Records. All aspects of the process should be properly recorded. Included should be records of (1) the witness(es)’ 

background and statements, (2) the source of the suspects and their characteristics and (3) all activities/phases related 

to the identification process. These records are independent of, or are in addition to, the ordinary records kept by law-

enforcement personnel. 

(c) The witness. It is important that the witness demonstrates competency in carrying out SPID tasks. They should be able 

to demonstrate that they attended to the perpetrators voice at a level which would permit it to be remembered. The 

witness also should be able to demonstrate that they have hearing adequate for the listening task and the ability to make 

identifications from aural-perceptual voice materials. Pretests may have to be administered in order to establish these 

relationships. 

(d) Instructions. Clear instructions should be provided the witness(es); they should be told that: (1) only one suspect will         

be present in the line-up, (2) the suspect in the lineup may or may not be the perpetrator and (3) separate line-ups will 

be structured and held if there is more than one suspect. The witness should be told not to guess if an identification is 

not possible. 

 

Procedure 
(a) Samples. All of the exemplar samples (i.e. the utterances by the suspect and the foils) should be equal in length and of the 

same fidelity. They also should be long enough to provide witnesses with a reasonable repertoire of the suspect’s (and 

foils’) speech. All samples should consist of parallel texts (or approximately the same material). 

(b) Stimulus materials. It is desirable (but not absolutely necessary) to include two types of (speech) materials among the 

samples. They are: neutral and text independent speech (for example, extemporaneous speech in response to neutral but 

structured questions) and text-dependent words, phrases and sentences (the samples here are often obtained by having the 

suspect and foils orally read appropriate material). Repetition of the phrases reported by the witness as having been heard 

in the original confrontation can also be useful. It is desirable to obtain as long an exemplar recording as possible, as any 

attempts by the suspect to disguise his or her voice (if they were to occur) often can be mitigated by this procedure (see 

Chapter 4). 

(c) Foil talkers. Between five and eight foil or distractor speakers should be employed. They should be of approximately the 

same age as the suspect and generally exhibit the same dialect/accent. It also is desirable that they be of approximately the 

same social, economic and educational status. Care should be taken in their selection; the use of actors, or other 

individuals who speak quite differently from the suspect, should be avoided. The characteristics of the suspect’s voice 

may be described to the foils but they cannot be allowed to hear it, especially because they might be able to mimic it. 

Finally, the witness should be provided with a reasonable repertoire of (different) voices. Hence, the foils’ speech should 

encompass a range that extends from where, at least, one voice sounds a little like the suspect to where, at least, one is 

quite dissimilar. 

(d) A procedural test. A set of mock trials or evaluations should be carried out once the earwitness line-up tape(s) is/are 

developed. That is, it/they should be presented to four to six dispassionate listeners who are told to either select the person 

who is ‘different from the others’ or 'who sounds like a criminal.’ If these judges consistently identify either the suspect or 

one of the foils, the tapes cannot be considered unbiased and should be restructured. 
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Test administration 
(a) Use of recordings. All speech samples should be in recorded form. The use of ‘li line-ups should be avoided. 

(b) Fidelity. All samples should be presented on good quality audio equipment; the s system should be used to record and 

replay all samples. 

(c) Presentation. Sample presentation should be carefully controlled. All sets should administered in an identical manner, 

structured in the same manner (as cited abi and presented with the same ambient background with respect to 

noise/events (quiet is best, of course). 

(d) Feedback. No information relative to their performance should be provided the witness(es) during or immediately after 

any of the trials. 

(e) Impartiality. An earwitness line-up of any type should be presented to a witness on when he or she can be observed by 

neutral individuals and/or personnel represen mg the suspect. No person except the administrator should even speak to 

the witn during the trials and they (i.e. the witness) should not be able to see any of the oth people. It is essential that 

only the administrator be in the room with the witness ai all other individuals observe the process via remote links 

(video or one-way mirrors Again, the person who administers the line-up should not know which of the speec samples 

was uttered by the suspect. 

(f) Structure. Either the traditional (i.e. multiple presentation simultaneous) approacl to earwitness line-ups or the 

sequential procedure are acceptable. The approach involving multiple presentations is considered preferable to the 

single presentation procedure for the reasons articulated above. As has been suggested, this (second) type of voice 

parade should be presented at least five times with the samples of the suspect and the (same) foils in different positions. 

On the other hand, the sequenti; approach permits the witness to select the order in which the samples are to be hear as 

each one is on a separate tape. However, just as with the traditional method, the witness must hear all the samples at 

least once before hearing any of the others a second time. The primary difference between the two methods is that the 

witness hears a repeat of the entire line-up with the simultaneous procedure whereas they can individually listen to 

(additional) playings of any of the speaker’s voices when the sequential technique is employed. 

(g) Decisions. A decision by the witness is sought at the end of the earwitness session. However, they should not be forced 

to select one of the talkers as the perpetrator if they indicate that they cannot (or are reluctant to) do so. 

 

CONCLUSION 

 
These guidelines, while not all-encompassing, nonetheless include most of the necessary criteria for the development of 

acceptable earwitness line-ups. A model such as this one can be used to signal personnel working in the field that they must 

start taking cognizance of good practice and rigorous procedures, as well as respond positively to new criteria as they are 

established. That is to say there is still room for upgrading these procedures. For example, more needs to be known about the 

processes a person uses to remember a voice and how to enhance presentation of voices in order to improve identification. 

Advances in AP-SPID techniques also should help. And, of course, some of the areas listed in the criteria section can be 

improved. To illustrate, research should be carried out in order to determine: (1) if actors can (or even should) be used as foils 

and, if so, under what conditions; (2) which classes of stimulus materials are most suitable (should the suspect’s speech be text 

dependent and/or independent; neutral and/or stressed; extemporaneous and/or read); (3) if simultaneous or sequential line-ups, 

or both, should be employed and (4) how practitioners should be trained and certified. There are many other questions that also 

must be asked and resolved. It is sufficient to say that earwitness lineups are a reality and they occur quite often and all over the 

world. As a consequence, we must be prepared to deal with them - and those individuals who wish to conduct them - both 

intelligently and ethically. 
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C H A P T E R  6  
V O I C E P R I N T S  

 

I N T R O D U C T I O N  
 
This book should be a chapter shorter than it actually is. The ‘missing’ section should be this one. But, unfortunately, the 

problem of ‘voiceprints’ seemingly cannot be completely erased from the world of speaker identification. For one thing, some 

of the people who previously worked at one of the FBI laboratories still make noises about it from time-to-time (1). 

Occasionally, one hears casual references to voiceprints by attorneys and law enforcement personnel. There even seems to be a 

small clutch of ‘voiceprint examiners’ which exists in an organization called IAI (International Association of Identification). 

As an example, in February of 1998, a private detective gave a paper on ‘voiceprints’ at the annual convention of the American 

Academy of Forensic Sciences. Even though his background only included a degree in history from a small college and a 

private detective business, he somehow managed to inveigle provisional membership in the Engineering section of the 

Academy. His ‘paper’ was not very scholarly or scientific. He provided only a small amount of information about what 

voiceprints were all about and how you make them. He also showed slides of some of the relevant equipment plus photographs 

of several people who could be classed as voiceprint proponents. He did not provide any data in support of the method. As you 

might expect, he was badly mauled by several academy members. The point here is not that this man did a poor job (it would 

be pretty difficult to do a good one considering his topic), but rather that voiceprints are still around even though they have 

been discredited. Thus, it would appear necessary to provide you with some perspective here. You just may find them 

interesting both as part of SPID history and/or as an idea gone wrong. 

You will remember from Chapter 1, it all started with Alexander Graham Bell. He and his family came to America (via 

Canada) from Scotland. More important, however, he was descended from a number of phoneticians, elocutionists and speech 

correctionists. He was all of these things himself, plus a teacher of the hard of hearing. This last area was one in which he was 

interested both professionally and because of his mother’s hearing disability. (He also invented the telephone - among other 

things —but that is not entirely relevant here). However, you might be interested in a little-known story related to his pursuit of 

‘talking wires.’ As you might expect, Bell had to work at a number of jobs to finance his efforts. Among them, he held a post at 

Boston University (BU) where he lectured on phonetics and speech. When he ran out of money and benefactors, he went to BU 

with a proposal. Would the University advance him his entire salary for that year (around $3500) at the beginning of the Fall 

semester so he could continue his work on the telephone? They could count on him fulfilling all of his obligations of course, 

but this was the only way he could continue his work. The BU officials were appalled. ‘How would you live?’ they asked. 

‘Family and friends’ he replied. ‘Not sure we can do it’ they said. But somehow he talked them into it and was successful that 

very year. The administrators at BU are now quite proud of the contribution they made to his success Anyway, from time to 

time, they modestly publish accounts of the role they played in the invention of the telephone. 

Once Bell had won all his law suits and otherwise fended off the many supplicants and competitors who descended on him, he 

grew rich. Yet, he never forgot the debt he owed all the people and institutions who made his success possible. Accordingly, he 

funded (among other things) what is known as the Bell Telephone Laboratories. The personnel there would carry out research 

and projects designed to make telephones cheaper and better. However, as a second goal, he insisted that the scientists 

employed there attempt to develop systems and equipment which would make speech ‘visible.’ His objectives were to provide 

ways for the deaf and severely hard of hearing to learn speech. It took years to do so but one of the teams finally succeeded in 

producing a device they called the Sonagraph (Figure 6.1 (top)). 

This device first became available in the 1930s and when it did, it was a sensation. It proved to be one of the most sophisticated 

and useful inventions of its time. Indeed, this device is still in use today. In recent years, it has become easy to build, fairly 

inexpensive and, in some ways, quite useful. Better yet, microcomputers such as the Ray Elementric’s CSL (Computer Speech 

Laboratory) have largely replaced the older analog machines; they allow even more sophisticated analyses to be conducted and 

in close to real time (Figure 6.1 (bottom)). At any rate, the ‘pictures’ furnished by this device can provide helpful patterns when 

one attempts to visualize certain sounds. Want to ‘see’ a tiger greeting, or a dolphin whistle? - just take a look at Figures 6.2 

and 6.3; moreover, Figure 6.4 also is a t-f-a (time-frequency-amplitude) spectrogram but in this case, it is of human speech. See 

the differences? A discussion of how the system works, and how you can extract information from these records, will be 

followed by a little more about the ‘voiceprint’ proponents (what they claim) and, finally, a critique. 
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T H E  S O N O G R A P H  
 
This device often is erroneously referred to as the ‘sound spectrograph.’ Actually, it is but one of many types of them. As 

indicated above, it is best understood as a time-frequency-amplitude system or, very simply, a sound wave analyzer. As you 

can see from the figures, they are x-y plots with the horizontal, or x-axis, providing the time dimension and the vertical, or y-

axis, providing the frequency information. The darkness of the marking approximates the relative amplitude (amount) of the 

energy present within the channel created by the system’s filter. To make a t-f-a spectrogram, a moving filter sweeps the 

frequency range of a speech segment of approximately 2.5 sec. duration; it does so either in a narrow band mode (i.e. a filter 

width of 45 Hz) or as a broad band (i.e. one with a 300 Hz band). This latter mode is the procedure of choice for ‘voiceprints.’ 

It is by this means that a rather rough approximation of the relevant acoustic events is created. Of the three dimensions, time is 

the most accurate. Frequency is next best; however, it tends to be somewhat distorted for two reasons. First, as indicated, most 

of the t-f-a sound spectrograms or programs use broadband filtering, a process which tends to remove traces of many of the 

actual frequencies (i.e. the harmonic partials) which make up the speech spectrum and add others where they do not exist. 

Thus, what you see are rough outlines of places where there are concentrations of energy. Taking vowels as an example, the 

relevant areas of resonance - or the vowel formants - appear as fairly well-defined black bars. Thus, these areas of energy 

concentration are outlined and can be seen. However, other details of the acoustic wave (i.e. the actual frequencies) are lost. It 

is conceded that Sonograms can portray certain speech features - ones that can be observed and even measured. In a very real 

sense, however, these configurations are artificial, primarily because energy is seen where it does not exist and removed from 

areas where it does. The patterns are yet further distorted because the frequency dimension is structured on an arithmetic basis 

(with equidistant 1-kHz divisions) when actually it is a geometric function based on a 2:1 ratio (i.e. the equal-tempered music 

scale). This error is an important one for, as a result, frequency differences can be badly distorted. For example, the difference 

between 4000 and 8000 Hz will be shown as four times greater than the one from 1000 Hz to 2000 Hz even though, with 

respect to frequency, they are equal. 

The greatest weakness of this particular type of spectrography probably relates to its third feature, that of signal ‘intensity.’ 

That is, spectrographs of the t-f-a type provide rather minimal information about the energy patterns of speech sounds as they 

simply are not precise enough to permit accurate quantification, even when their ‘sectioners’ are used. Thus, as you might have 

guessed from the discussion above, it is relatively easy to accidentally (or deliberately) modify the patterns seen on any 

particular spectrogram. Moreover, and as anyone who has made a number of these records will concede, problems such as 

changes in calibration, variation in gain (at any stage within the process), filtering of any type, noise, internal distortion and/or 

any background signal can alter or bias these patterns. Indeed, individuals using spectrographs for other purposes often enhance 

the patterns or characteristics they wish to observe simply by manipulation of one or more of these very features. In short, this 

archaic approach to signal analysis is crude at best and a source of distorted patterns in any case. Little wonder that it has led to 

many misinterpretations when it has been used for ‘voiceprints.’ 

 

' VO I C EP RI N T'  O RI GI NS  

 

You will understand, I am sure, that the system described above has been used over the years for a large variety of purposes. 

They have ranged from providing the deaf with a training device (visible speech) to ‘looks’ at sounds other than speech. Their 

use also ranges from ‘pictures’ of vowels to those of tiger roars, from bird whistles to attempts to determine if an utterance 

produced by a given person is identical each time it is spoken. It all started in 1945 when Potter (32) published an article 
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entitled ‘Visible Patterns of Speech.’ (Remember from Chapter 2, that he described the work initiated at the Bell Laboratories, 

and the operation and use of the Sonagraph.) He further described the process as a display of the changing content of a sound in 

visual form, i.e. the signal’s component frequencies and their relative amplitudes as a function of time. Still later, attempts were 

made to identify speakers by analysis of the patterns on spectrograms (3, 4), but no-one at that time picked up on the suggestion 

that this device might be useful for SP1D purposes. Indeed, it was not until nearly 15 years later that Kersta (5) published his 

paper on ‘Voiceprint Identification.’ In it he initiated the erroneous idea that a close relationship existed between fingerprints 

and voiceprints. For example, he wrote: ‘My claim to voice pattern uniqueness then rests on the improbability that two speakers 

would have vocal cavity dimensions and articulator use-patterns identical enough to confound voiceprint identification 

methods’ (p. 1253). But, as you will remember from Chapter 2, he gave no details about his research; neither did he document 

his claim. Hence, what he did and why he thought he was on the right track, is difficult to assess. What he may have done is to 

compare the ability of certain of the staff at Bell Laboratories to make identifications of known talkers using single words 

under both isolated and contextual speech conditions, or he may have done something else. In any event, he claimed that his 

error rates were very small (1%) and, from these results, he concluded that the process was a reliable one. However, since the 

word reliability only means repeatability, perhaps he meant that his technique was valid. The weakness of Kersta’s claim was 

that it was not supported by anyone’s research other than his own. Perhaps this naivety can be understood in that he was not 

one of the scientists at Bell Laboratories but rather an engineer employed to support their work. In any event, his report and 

claims, were eagerly picked up by a number of law enforcement agencies plus a small cadre of other individuals. He then 

opened a 2-week school to train ‘voiceprinters’ and soon there were a few dozen of them. 

Before proceeding with this history, how did the ‘voiceprint’ practitioners ply their trade and how did they use t-f-a 

spectrograms when they attempted SPID? 

 

' VO I C EP RI N T'  A NA LY S I S  

 

It is a little difficult to describe the ways in which Sonograms were used in attempts to identify unknown speakers by matching 

their speech/voice patterns with those of known speakers (or suspects). Basically, syllables, words, phrases and/or sentences 

uttered by both parties were processed by making traces of the type seen in the figures. However, the procedures for analyzing 

them have not been particularly well defined. It also appears that the techniques tended to change over time and from 

practitioner to practitioner. For example, if you were to review their court testimony, you would find substantial variation in the 

techniques they describe and their opinions. To illustrate, one of the ‘voice printers’ indicated that he attempted to cross match 

the patterns of 10 common words (6), whereas another testified that, on some occasions, he did so too but, on others, he 

employed the ‘bars, blades, blips and bands’ seen on a spectrogram (7, 8). Yet another (9) has indicated that he requires 

suspects to provide exemplars of the exact phrases spoken by the unknown and then makes his matches based on an 

unspecified number of similarities. A fourth (10), has unequivocally stated that he believes it to be unthinkable that anyone 

would even try to describe the pattern-matching process related to the technique and implies that it is one of such great mystery 

that there is no way to operationally define or quantify it. As you can see from all these ‘descriptions,’ the task of 

understanding the voiceprint method is a perplexing one. 

Regardless what definitions are offered, the core of this process has to be some sort of pattern-matching procedure based on the 

configurations seen on t-f-a spectrograms (see again Figure 6.4). While the development of this form of spectrography was 

pretty exciting 65-70 years ago, modern-day technology tends to relegate it to a scientific backwater. Hence, the basis for the 

approach is not considered to be a sound one 

. 

S O  .  .  .  W H A T H AP P E NE D  N E XT ?  

 

... It was America ... it was the 1960s - it is of little wonder that ‘voiceprints’ caught on during this period. The police needed 

ways to identify perpetrators from their voices alone and, now, there were a lot more perpetrators. But why were ‘voiceprints’ 

accepted at all, much less so easily? For one thing, in the beginning their use was virtually unopposed. That is, at least in the 

early days, the opposing attorneys were not conversant enough with the procedure to avail themselves of consultation or expert 

testimony by scientists and others knowledgeable about the inadequacies of the technique. In many instances, the attorneys did 

not have the funds to enlist appropriate aid but, in others, they simply were not aware that the great preponderance of the 

scientific community did not accept ‘voiceprints’ as a valid SPID technique. Indeed, because they were not cognizant of the 

many problems associated with the method, even capable trial attorneys found it difficult to impeach it. After all, it carried a 

kind of surface validity. Perhaps even more disquieting was the fact that, when effective opposition did appear imminent, 

indictments or suits very often were withdrawn, or, at least, the ‘voiceprint’ evidence was discarded. Worse yet, the proponents 

of the method tended to function pretty much as would any businessman who has a product to promote and, thus, tried to fend 

off people who would denounce it. However, some critics have argued that the voiceprinters actually went beyond good 

business practice and acted more like cultists, wherein only true believers could evaluate or criticize the art or activities of the 

group. They argued here that there was little need to evaluate their activities on a scientific basis, as it should be obvious that 

they were correct (10). They rationalized that it was this knowledge, rather than data, which should govern their behavior. The 

critics then countered by suggesting that, if the ‘voiceprinters’ were secure in their beliefs, they should not mind if others tested 

them in order to see if they met the criteria for validity (11-19). They (the ‘voiceprint’ proponents) said that they welcomed 

such research but if it proved negative (as so many studies did), they either attacked or ignored it. 
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The problem in those early days was that not very much relevant research was available; hence, it was virtually impossible to 

properly assess the approach. For example, little detail was available from Kersta’s study and the earlier Bell Laboratory 

reports only amounted to suggestions. A few position papers had been written and a couple of surveys and/or reviews were 

carried out by the relevant scientific community (11-14), but that was about all. Thus, those interested in the approach were 

pretty much left in the dark. Even more important, the little research that had been reported tended to be rather negative. Even 

so, most scientists were reluctant to oppose the procedure in court and for several reasons. Some found that it was simply 

awkward to do so and others were uncomfortable with the confrontational milieu found in the courts. Yet another segment 

either did not care about the issue, or did not understand the societal implications of ‘voiceprints.’ That is, they were unaware 

that the method could bring harm to individuals, to society in general and/or to their professions in particular. 

So began a struggle between the ‘voiceprint’ proponents and those few scientists who tried to establish a reasonable perspective 

about the issue. Early on, the ‘voiceprinters’ won more often than not; they usually did so when unopposed but sometimes they 

triumphed even when challenged. Of course, there were times when other evidence demonstrated that the defendant was guilty. 

Yet, there were other times when the converse was true. A few of the more flagrant errors made by the voiceprinters can be 

found in Chapter 10 of The Acoustics of Crime (16). Some were tragic, others would have been funny if only human lives had 

not been at stake. 

The ‘Rape and Poison Ivy’ case illustrates such a combination of the tragic and the funny. One hot summer night some years 

ago, a woman was raped. Apparently, neither she nor her assailant were wearing more than shorts and a top. It was so dark that 

she never got a look at him but did hear his voice. He later telephoned her but, by now, the police had attached a recorder to her 

phone line. Then a suspect was identified, a voice exemplar taken, and a ‘voiceprint’ match was claimed, It was not until the 

trial commenced that it was discovered that the crime had taken place in a bed of poison ivy. The victim suffered from it but the 

suspect did not, even though it was shown that he was violently allergic to it. Did he get off? I do not know. As usual, the 

lawyers promised to let me know, but they did not follow through. The ‘voiceprint’ problem continued to exist for years and 

did so even though members of the relevant scientific community finally got around to assessing the technique and speaking 

out. However, just as had happened when it all started, the ‘voiceprint’ proponents got there first. That is, they reported some 

research. But, what studies actually were carried out? Let us take a look. Please note, however, that the reviews to follow will 

not be considered chronologically but rather clustered into two main categories: (1) research by the ‘voiceprint- ers’ and (2) 

research by neutral investigators. 

 

R E S E A R CH  B Y  TH E  '  VO  I C  E  P  R I  N  T  E  R  S '  

 

As you might expect, the voiceprint proponents made the claim that all of their research supported the validity of their method. 

In this regard, they cited Kersta’s study plus a couple of small reports. However, the key research here involved a series of 

studies carried out at Michigan State University by Oscar Tosi and his associates (20). Several reports have resulted from this 

effort (21) but the basic publication was the one which came out in 1972.  Tosi indicated that he did the research after being an 

early opponent of the ‘voiceprint’ method; he said that he wanted to check it out because of his fundamental interest in the 

SPID process. In any event, in the late 1960s he joined a member of the Michigan State Police (Earnest Nash) and, together, 

they won a grant which funded study of the technique. The resulting project was somewhat convoluted; it also was the subject 

of controversy as it led to some rather misleading claims. Nonetheless, a review should be useful and for three reasons; i.e. for 

the better understanding of: (1) the ‘voiceprint’ technique itself, (2) the thinking of its proponents and (3) speaker identification 

in general. 

One thing that you should understand about this research is that the ‘voice- printers’ describe its centrality to their thrust in such 

manner as to exclude any information generated by other investigators. In truth, the Tosi et al. investigation is only one of 

many that have used a pattern-matching process in SPID in general and t-f-a spectrograms in particular. As will be seen, there 

are a number of other studies that are just as relevant to the issue as is Tosi’s. Further, since it was a laboratory investigation, it 

does not predict very well what will happen in real life. Indeed, a number of investigations exist which are far more relevant to 

the forensic process. 

 

TOSI'S RESEARCH 

  

Design 
As suggested above, the structure of this project is a little difficult to unscramble. It consists of a rather large collection of 

substudies combined into a relatively loose presentation. Moreover, some of the experimental conditions were changed during 

the investigational period. For example, there appeared to be a midproject reduction in both the number of subjects used and 

the extent of the speech samples employed in the matches. In any event, the authors basically studied talker populations of 

between 10 and 40 males (drawn from a student group of 250). Their examiner teams consisted of one to three individuals 

drawn from a cohort of 29 students. They claimed that their 250 talkers represent a total population of 25 000 males (i.e. all the 

students in the area) and further argue that even a more substantial population (a quarter million) was evaluated when, in 

reality, the groups studied were of a size conventional for research of this type. As you might expect, the procedure employed 

had the talkers producing controlled utterances and the examiners comparing sonagrams of these samples with others that had 

been previously identified. The task, of course, was to make correct matches. The sub-issues examined were: (1) does the 

number of cue words used affect recognition, (2) should one, two or three utterances of a single word be employed, (3) do 

different types of recording conditions lead to differences in identification rates, (4) do correct identification levels vary as a 
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result of differing cue word context, (5) does variation in speaker population affect the results, (6) does it matter if the samples 

are contemporary or noncontemporary and (7) does the use of open and closed trials alter identification rates? 

 

Results 
Tosi and his associates presented their results as a function of two research cycles or stages. First, the overall correct 

identification rate was reported as varying from a little over 86% to nearly 96%. They also presented their data as a function of 

the types of errors obtained (basically false identifications and false eliminations) and with respect to the number of ‘firm 

conclusions’ made by the examiners. The authors also indicate that when they replicated Kersta’s original design, which they 

say involved essentially closed trials and contemporary spectrograms of cue words spoken in isolation, ‘they were able to 

confirm his claim of an error rate of 1% false identifications.’ Unfortunately, they repeated this particular statement extensively 

in the courts over the next decades. By doing so they erroneously suggest that a ‘voiceprint’ accuracy of 99% can be expected 

in a forensic context. Actually, it is virtually impossible to locate this very high level even among the laboratory data they 

present. Of course, the more relevant relationships are those reported above (i.e., 86% and 96% in the laboratory). Moreover, 

their data on contemporary and noncontemporary contrasts are more to the point as contemporary speech will almost never be 

found in the forensic milieu. Their trials here revealed noncontemporary error rates of about 18%. You should remember also, 

from a cross-reference of the SPID data found in Chapter 3, that this value (i.e., an 82% correct identification rate) is not all 

that different from the aural-perceptual figures (22) for the contemporary/noncontemporary relationship (for once, their data 

agree with those reported by someone else). Otherwise, please also remember that these results only reflect what can happen in 

a laboratory and not what can be expected in the field. 

 

OTHER STUDIES BY THE 'VOICEPRINT' PROPONENTS 
The ‘voiceprinters’ also refer to other studies they have conducted. Some of these appear to be rather casual in nature and/or 

quite limited in scope; others do not seem to be research at all. For example, Smrkovski testified (9) that he examined the 

voiceprints of twins and found that their spectrograms did not match. However, exercises such as this are not research but 

rather the kind of inquiry that could be carried out by any curious layman given access to certain types of equipment. On the 

other hand, members of this group have reported a few projects which seem to qualify as descriptive research. Most notable is 

the MA thesis by Hennessy (23). This study was carried out under ‘businesslike’ conditions; he used two examiners. First, a 

pilot study was conducted, involving 12 males and eight females, most of whom were Asians. This effort resulted in a 30% 

error rate. In the major experiment, carried out with 84 American subjects equally divided between males and females, his error 

level exceeded 41%. In response to those rather unmanageable error rates, Hennessy concluded ‘ it is the opinion of this writer 

that “voiceprint” identification is a reasonable identification method - the relatively low accuracy percentage rate is not 

discouraging.’ 

Another thesis was carried out by Hall (24), who investigated the ability of a comedian, Rich Little, to mimic six celebrities. 

Unfortunately, none of the celebrities would cooperate. Hence, the speech samples used in the comparisons were drawn from 

‘prerecorded interviews, telephone appearances and old movies.’ Unfortunately, Hall actually did not apply the voiceprint 

technique but rather had 20 generally untrained students carry out an AP-SPID task in quiet and noise. The listeners were able 

to identify the actors as themselves 79% of the time and Little as himself 68% of the time; they also were able to identify the 

mimic about 74% of the time, even when he was attempting to sound like one of the actors. These values were somewhat lower 

when noise was present. Hall suggests that it is possible to ‘discriminate spectrographically between the subjects’ natural 

voices and their voices when mimicked by another person - even a professional.’ However, his support of this statement is 

suspect at best because he actually appeared to conduct an investigation of speaker verification (not SPID) and tested aural-

perceptual identification, not ‘voiceprints.’ Neither were the results very encouraging even if he had studied what he said he 

did. In any event, his data hardly supported the claim that ‘voiceprint/grams’ are 99% accurate. 

Finally, a study of sorts has been published as a Letter to the Editor in the Journal of the Acoustical Society of America (1). In 

this letter, it was reaffirmed that the FBI would not use ‘voiceprints’ in court but would do so in investigations. The author 

went on to indicate that over a period of 15 years, FBI examiners had exhibited an error rate of only 1 % for those speakers 

where they made a positive decision (about 35% of 2000 cases). It certainly appeared that the author was attempting to show 

that, while the procedure could not be used in very many cases, it was virtually error-free when it was employed. However, he 

did not provide very much tangible evidence in support of this position. First, his references to other studies were exceedingly 

sparse and tended to reflect only those that supported his particular bias; i.e. he did not include the dozens upon dozens of 

articles about experiments that did not support him - he also left out any reference to the extensive work carried out on AP-

SPID approaches and those on machine processing. Second, and most important, he did not describe in any relevant detail just 

what he meant by ‘voiceprints’ or how this process was accomplished. For example, it could be asked if the procedures actually 

used were consistent among the examiners over the years of work he cites. He also appeared to confuse procedures for handling 

tape recordings (for other purposes) with SPID. Third, he did not describe his examiners’ qualifications. Admittedly, he did list 

six requisites as necessary but only two appear particularly relevant (i.e. completion of a 2-week course with a ‘voiceprint’ 

examiner and formal approval by that person or some other examiner). Fourth, he did not indicate if his examiners had actually 

completed the ‘two years of full-time experience’ in voice identification before, during or after their work was included in his 

survey. Fifth, it is not clear if the 1000 ‘actual case examinations’ his examiners are said to have carried out for ‘certification’ 

were also included in the 2000 cited (or were in addition to them). Finally, he did no follow-up to see if the ‘voiceprinters’ 

judgment was ‘consistent with case disposition’ in question. Apparently, he expected the cooperating agency to inform him if 

any changes occurred in the outcome of the case. As you would expect, this letter ignited controversy (16, 25-27). Nonetheless, 
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it is a little surprising that the FBI would permit publication of an endorsement of a procedure in which it has so little faith that 

it will not permit its use in the courtroom. In summary, it can be seen that there is, at best, only modest support for the ‘voice-

print’ method and even less for its use in the forensic milieu. But what other evidence is available? 

 

R E S E A R CH  B Y  O TH E R  I N V ES TI GAT O R S  

 

For a long time, the ‘voiceprint’ proponents succeeded (at least in court) in giving the impression that they had conducted all, 

or virtually all, of the research in this area. Note, for example, the following statement in the 1973 issue of the Maryland Law 

Review (28). The author wrote: ‘The only challenge to Tosi available to a defendant is the testimony of theoretically skeptical 

scientists whose testimony is in the opinion of some courts far less persuasive than Tosi’s ... not because Tosi is right. . . but 

because he is the sole possessor of empirical data.’ Yet, substantial work in the area already had been published by competent 

individuals from the appropriate scientific community. Here are some examples. In 1968, Stevens et al. (29), compared the 

ability of subjects to make speaker identifications either spectrographically or by listening to the samples. They reported that 

the error rates associated with the spectrographic examinations ranged from 21% to 47%; they also reported that their listeners 

scored somewhat better even when presented with a modestly difficult aural- perceptual task. Second, Young and Campbell 

(30) antedated Tosi in testing Kersta’s claims; they reported far greater error rates than did either Kersta or Tosi (5, 6, 20, 21). 

Even more to the point, Hazen (31) used both closed and open sets as well as identifications from same and different contexts. 

His error rates also were substantially higher (12-57%) than were Kersta’s or Tosi’s. Hazen concluded that ‘spectral similarities 

due to intraspeaker consistency are not apparent enough to outweigh the similarities due to . . . phonetic context.’ In summary, 

none of these early investigators could achieve ‘hit rates’ even close to those claimed by the ‘voiceprint’ proponents. However, 

their work was generally ignored by the ‘voiceprinters.’ 

Later investigators have addressed this problem in even a greater variety of ways. For example, Obrecht (32) tested Nash’s 

claims about the similarity of fingerprints and ‘voiceprints’; he carried out a study in which he found that examiners with 

experience in fingerprint analysis were no better at spectrographic speaker identification than were those who lacked that 

background; neither did his groups achieve the rarified levels claimed by the ‘voiceprint’ proponents. Even more to the point, 

Endress et al. (33) reported that the spectrographic patterns and fundamental frequency levels they studied varied substantially 

over time and with attempts at voice disguise. Their research has been confirmed (34, 35) and it has been discovered that, when 

subjects disguise their voices, very substantial changes occur in fundamental frequency, speech spectra and temporal 

patterning. Yet another recent study serves to further underscore the problems relating to disguise when it is faced by the 

‘voiceprint’ proponents. In their article on the effects selected vocal disguises have on spectrographic speaker identification, 

Reich et al. (36), reported that these conditions led to identification errors varying from approximately 50% to nearly 78%. 

Worse yet, these investigators observed error rates of 40% and greater, even when the talkers did not disguise their voices. 

Finally, Rothman (37), who employed highly skilled examiners, reported a mean overall correct identification of about 20% 

when he used talkers that sounded similar to each other. He obtained his best identification scores (39%) when his examiners 

compared the same phrase and his poorest scores (6%) for the sound-alikes when the samples were noncontemporary. Other 

like studies have been reported also (38-40). 

It is interesting to note that none of the neutral investigators were able to achieve levels even close to those reported by Kersta, 

Tosi and their associates. Certainly, none of them obtained a level as high as the 99% (correct) rates they claim possible, and 

these neutral scientists were not able to do so even under laboratory conditions. Admittedly, in some instances, the individuals 

they used as examiners were not as highly trained as are those the ‘voiceprint’ proponents suggest is necessary. However, in 

most cases the examiners were at least as skillful and as well trained as were those utilized in the Tosi research. In certain other 

instances they were experienced/educated both in the phonetic sciences and identification tasks. How, then, would you explain 

the extremely high levels of identification reported by Tosi (and Kersta) and the uniformly lower scores obtained by all other 

investigators? (I, for one, have no answer.) 

 

A D D ITI ON  O F  T HE  'L ISTE NI N G'  PR O CE DU RE  
In the early 1970s, the ‘voiceprinters’ appeared to respond to criticism leveled at them by scientists. Or perhaps they became 

concerned about all of the negative results being published at that time. In any case, they added a listening procedure to their 

assessments. This task required that the examiner first listen to the voice of the unknown talker and then compare it with that of 

the suspect or suspects (i.e. the knowns). Thus, a possibly useful dimension was added to their method, one where the examiner 

had to judge if the two voices sounded similar or different. However, neither the exact processes employed, nor any standards 

upon which that processing was based, were offered by the ‘voice- print’ proponents. About all that could be gleaned from their 

testimony in court, was that they felt this supplementary procedure added a rather important dimension to their overall method. 

This rather vague description makes it difficult for me to evaluate their aural-perceptual efforts. However, a reconsideration of 

certain studies (16, 34, 40-46) plus Chapters 3 and 4 should provide some information about the hidden dangers in the aural-

perceptual approach to SPID; that is, unless it is highly structured and rigorously carried out by trained individuals. Thus, it is 

necessary to learn how the ‘voiceprint’ practitioners were trained in AP-SPID, how they structured their processes,, their level 

of competency and just how they validated their results. 

 

TH E  E X AM I N E RS  
It also would appear useful to consider how the ‘voiceprinters’ train themes Unfortunately, only modest information is 

available. First, they claim that technique is a good one because their examiners have developed ‘except skills’ in the 
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identification process. However, they provide very little, ii evidence to support this claim. They do list a few requisites for 

examiners ; general processes by which they should operate (5, 6, 10, 20, 21, 47). Pei these criteria are best iterated by Black et 

al. (47) who indicate (my paraphrase ) that a trainee must: (1) possess academic training in audiology and sp sciences; (2) 

complete at least 2 years of supervised apprenticeship dealing field cases; (3) (when certified) be entitled to five alternate 

decisions after examination (namely, positive identification, positive elimination, probable identification, probable elimination 

and no opinion); (4) be entitled to t much time and as many voice samples as deemed necessary and (5) be responsible for the 

positive decisions reached as a result of these examinations. Truby (10) has argued that being a ‘speech scientist’ does not 

qualify an individual in the area of ‘voiceprinting.’ He would reject anyone who had not ‘ accumulated personal mileage 

pouring over sound spectrograms’ and ‘who has crutinized thousands of voiceprints.’ Truby wrote further, ‘I contend constant 

immersion in voice identification exercise is the only criterion for acquiring  the indicated expertise. NO AMOUNT of 

substitute intelligence or profess intellect can approximate the experience of DOING’ (the emphasis is Trul Unfortunately, he 

does not suggest how the person is to determine if the correctly carrying out the process and making accurate judgments. 1 

further contends that ‘anyone capable of leveling truly valid criticisms at v printing should seek certification and if capable of 

attaining same; e withdraw his/her criticism or thus appropriately qualify his/her object (again, his emphasis). He did not 

indicate if all of the ‘qual voiceprint/gram examiners’ had scrutinized thousands upon thousands ‘voiceprints’ or who the 

supervisors were that evaluated their work (or evaluated the supervisors in the first place). Nor did he provide details as to one 

would go about learning the process or determining his or her lev success. Thus, the proponents of ‘voiceprinting’ stressed that 

one of the n strengths of their technique (Truby, calls it an infallible one) is that the] only ‘highly trained’ professionals who 

presumably adhere to some set of  regulations. Unsupported as they are, these arguments appear both weak and serving. What 

is missing is scientific evidence demonstrating that the procedure actually is a valid one and that its ‘certified examiners’ can 

(successfully) carry it out . 

 

EXAMINER OBJECTIVITY 
There is no question that the ‘voiceprint examiners’ were serious about their craft. As to whether they were (and are, if any of 

them are left) objective in their judgments is quite another matter. First it must be remembered that these examiners are 

primarily law-enforcement agents (not scientists) and, hence, are emotionally tied to the technique. While it is doubtful that any 

of them have ever engaged in misconduct, it is difficult to discount their biases. Moreover, some of the statements they make in 

court are disquieting. For example, in 1976 Smrkovski (9) testified that he had been using the ‘voiceprint’ method of speaker 

identification for about five years and that, during that period, he had examined nearly 30 000 spectrograms. That many surely 

is a lot. To carry out each of these tasks, he would have had to: (a) become familiar with the specific case or task in question, 

(b) listen to the relevant tape recordings, (c) establish records, (d) find the sections to be analyzed, (e) record the samples on the 

spectrograph, (f) make the spectrograms, (g) log/identify them, (h) study them, (i) make his judgments (presumably concerning 

matches between them), (j) record these judgments, (k) write his report and (1) communicate his findings. Could he have done 

all this at an average rate of 20 min. per case? Unlikely, but if he did and worked a 40-h week for 50 weeks per year, it would 

appear that the processing of this many spectrograms would have required the entire five years he cited. No trips anywhere, no 

coffee breaks, no aural-perceptual analyses, no telephone calls, no conferences, no testimony, just spectrographic analysis. 

Perhaps the worst case was when Nash testified that he had analyzed over 100 000 spectrograms (48, 49). Even on the 

incredibly unrealistic basis that each of these complete analyses took only 10 min. each (please reconsider the 12 steps above), 

it appears that he would have had to have crowded about 15 years of full-time work into the nine years he had been active in 

the field. Finally, there is no question but that the pressure of ‘doing voiceprints’ and having to defend their results in court 

tended to distort their judgments and behavior. For example, please consider ‘The Case of the Union Steward’ (50). In this 

instance, bomb threats were received at a telephone company over a line dedicated to its workers. Worse yet, the speech was 

partly machine processed (a kind of vocoder) before it was heard. All relevant workers were asked to provide a sample of their 

voice and all complied except the union steward who cited the union rules against doing so. Naturally, he immediately became 

the prime suspect and, ultimately, was forced to provide a sample. As would be suspected, a ‘voiceprinter’ selected him as the 

culprit and he was brought to trial. After a while, the case against him began to unravel. Witnesses challenged the ‘voiceprint’ 

method, and even its results and the operator who received the calls said that she knew the steward’s voice and he was not the 

person she had heard. The judge became suspicious and had the ‘voiceprinter’ tested. Unfortunately for him, he picked one of 

the foils (an assistant district attorney) not the defendant as the culprit and the judge threw out the case. Further, he 

reprimanded the ‘voiceprinter’ who was (you guessed it) Lt. Earnest Nash. 

What is perhaps a more telling series of events occurred less than a year later. I refer to this case (51) as that of ‘The Fancy-

stepping Con Artist.’ Oddly enough, it occurred in Tosi’s and Nash’s backyards as their respective institutions are both located 

in East Lansing. Odder still, the crime took place at Michigan State University (Tosi’s employer). First off, the ‘artist’ who set 

it all up and then carried it out, had to have known a great deal about the University’s financial holdings and the day-to-day 

workings of its administration. Second, he (it was a man or a small gang of men) carried out almost the entire operation by 

means of a series of telephone calls. In his first call, he spoke to a fairly low- ranking administrator but one who nonetheless 

had the authority to access the University’s holdings of bearer bonds and draw a large number of them for ‘internal’ transfer. 

He (the con man) followed the original call with a series of others consisting of( 1) requests that the package of bonds be 

transferred from office to office and (2) assurances that he would soon arrive (with proper identification, of course) and 

exchange appropriate written authorization for them. While these personal appearances were unfulfilled, they did lead to the 

transfers. Ultimately, the package containing the bonds was deposited with a secretary who was led to believe that it only 

contained student IBM cards. The exercise, as carried out, was an impressive one indeed. It culminated when the package was 
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(finally) picked up by a ‘courier’ and delivered, by taxi, to another pickup site located downtown East Lansing. From there, it - 

and the small fortune in bearer bonds it contained - simply disappeared. 

As you might expect, the ensuing furor led to an extensive investigation by the Michigan State Police. Even from the first, there 

was a good chance that ‘voiceprints’ would play a major role in the case since (1) nearly all telephone calls (these included) 

directed to the University administrative offices were recorded and (2) Lt. Earnest Nash’s ‘voiceprint’ laboratory was situated 

nearby. In any event, a young MSU graduate student was included in the suspect pool (just why he was, I am not sure). When 

Nash conducted a ‘voiceprint’ analysis comparing his speech with that on the evidence tapes, he concluded that both were 

produced by a single speaker. Sayeth Nash (at the trial), ‘it could have been no other person in the world.’ I was called to testify 

against ‘voiceprints’ but not asked to conduct any kind of speaker identification procedure. 

Nash was being subjected to a vigorous cross examination about the time I arrived. Then, something rather unusual happened. 

He was asked if he had his work checked by another ‘expert.’ He was rather offended by this question. In reply, he essentially 

said that he always worked alone and did so because he was the ‘authority’ in the area and there simply was no one in the field 

who was competent to evaluate him. He also complained that, even if there were, the ‘other side’ would use the analyses to pit 

one ‘voiceprinter’ against the other. At this point, the judge had had enough. He recessed the trial and called in Tosi to replicate 

Nash’s work (after all, Tosi had done the ‘relevant science’ on ‘voice- prints’ and worked nearby). Tosi acceded and, when the 

smoke cleared, he was in the witness box testifying that the defendant was not the person who had made all those clever 

telephone calls. And that was that! After all, it would be expected that two disasters in a row (plus others elsewhere) would 

doom the ‘voiceprint method.’ Or, so it seemed at the time. Moreover, Nash soon retired and Tosi became ill. Thus, what was 

left of ‘voiceprints’ was passed on to others, who simply could not provide the fireworks of the Tosi-Nash team. Tosi with his 

elegant accent and assurances that ‘voiceprints’ were 99% accurate; Nash with his imposing stance and promises that his 

competency could not be questioned. Yet, while the excitement was pretty much gone, the method was not quite dead. It 

lingers on to the present. 

This short description of voiceprints - their nature, failings and general demise - has been rather brief. If you want to read more 

about them, you can consult the reference list. Please note, however, that I simply could not leave them out of this book. They 

play an important role in the development of SPID in both the USA and Europe. Moreover, their use (some would say abuse) 

stimulated a good deal of important research. So, how can we sum up what has been presented? Perhaps the following will 

provide insight. 

 

C O NC LU SIO N  
Confusion still exists to this very day about the nature and merit of the ‘voice- print/gram’ technique of SPID. Among the 

major criticisms that can be leveled at the procedure are that (1) it uses archaic equipment and procedures, (2) its validity has 

not been established and, indeed, is in serious question, (3) it appears to permit decisions to be made only about one-third of the 

time and (4) the training and competencies of its operators are largely a mystery (14-18, 27, 48). Its effectiveness in the field is 

so uneven that the only conclusion which can be drawn is that it lacks merit. What then are its contributions to SPID? Primarily 

that it assisted in raising the level of consciousness about speaker identification and has stimulated research on the question. 

It is amusing to write about this controversy and there is lots to tell. Unfortunately, failed procedures such as this one do not 

rate a lot of space. So, what are our hopes for effective and valid SPID? Since the aural-perceptual approaches cited appear to 

be more of a stop-gap - no matter what Hecker (41) says - the best and most reasonable solution to the problem appears to be 

the development of some sort of human-controlled but computer-aided, procedure. The next two chapters provide historical 

information about these approaches plus a review as to how these techniques are structured and tested. The actual development 

of a method of this type will be used as an example and is the focus of Chapter 8. 
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C H A P T E R  7  
 

M A C H I N E  A P P R O A C H E S  

 
I N T R O D U C T I O N  
The nature of speaker recognition changes radically when attempts are made to apply modern technology to the problem (see 

Jiang (1) for a useful review). Indeed, it would appear that solutions are but a step away - that is, with the seemingly limitless 

power of electronic hardware and computers now available. Unfortunately, this may not yet be the case as quantifying human 

behavior is not all that simple. For example, many, many years have passed since the first efforts were made to develop 

machines that would type letters dictated by voice, automatically translate the speech of one language into another and 

understand spoken speech. Yet no matter what the claim, none of these goals has been fully met (nor have ours). Indeed, some 

authors in our area (see Hecker, 2) insist that there are no machines which are both as sensitive and as powerful (for our 

purposes) as is the human ear. What Hecker means by ear is, of course, the entire auditory sensory system (including the brain) 

with all its sophisticated memory and cognitive functions. He may once have been correct in his assumptions but I do not 

believe he is now. All that has happened in this area, plus what currently is being accomplished, would ague against him. 

Accordingly, the question about SPID to be addressed in this chapter is: can machines/ computers be made to operate as 

efficiently for SPID purposes as does the human auditory system. That is, can they be made to mimic those processes or, if not 

mimic them, at least, effectively parallel the recognition task? I think that you will find that we are fast approaching these 

goals. 

Please be aware that it is not my intent to list or review all of the efforts that have been made to develop machine-based SPID 

methods. Indeed, while some approaches have shown promise, most have not. Moreover, we also will see that very few groups 

have persevered in their efforts to solve the problem and/or develop a system that operates reasonably well under forensic or 

field conditions. 

 

A  PE RS PEC TI VE  
It is a little difficult to separate what has been accomplished in machine- supported speaker identification (SPID) area from that 

which has been carried out on speaker verification (SV). This problem results (in part, at least) from the fact that the two 

concepts have not always been properly structured and/or differentiated. Some engineers have confused or interchanged them 

(3); other investigators have simply used the terms improperly. 

Moreover, since this book is on ‘identification,’ I intend to focus on that area exclusively; that is, I will try to sort SPID from 

SV and not include the latter. However, I recognize that some of you may be interested in verification anyway and have tried to 

respond appropriately. A list of roughly 70 SV references are included as part of the Chapter 1 bibliography section. While the 

list is not exhaustive it includes a number of the articles and books which should be helpful. 

 

E A RL Y H ISTO R Y  
Research into machine/computer assisted SPID has only been going on for a little over 45 years. It is ironic, but some of the 

earliest attempts were as promising as are many of those currently being developed. However, few of those projects were 

sustained. Some of the problems encountered by the early investigators resulted from the SPID-SV confusions, others from the 

fact that the projects were tangential to the primary mission of the sponsoring agency and, finally, some occurred because of 

the relatively crude processing devices (including computers) being used at the time. However, two of these many problems 

proved controlling. The first was that the objectives of the sponsoring agencies (or the investigators themselves) were actually 

in the verification area. (The commercial value of SV was recognized from the very beginning.) Indeed, the need to be able to 

determine if the speaker is a member of a known and finite population and/or if he or she actually is who they claim to be was 

the driving purpose behind many of the projects. The second problem appears to have been even more critical. It resulted from 

the erroneous concept that a solution to the speaker recognition problem could be achieved within a finite period of time (one 

that sometimes was as short as 2 years). Thus, when the specified goals were not reached, a 1-2 year extension was reluctantly 

provided and, when that period too proved insufficient, the entire project would be scrapped. Several rather promising 

programs were developed during this early period (4-13). I am not sure as to why they were terminated or downgraded as even 

reviews of the work carried out during that period (14, 15) shed little light on the issue. 

One of the more interesting of these projects (6) was based on SRI’s IMMSAS program (Interactive Man-Machine Speech 

Analysis System). With it, the Becker group (6) could process speech samples of up to 6 sec. In turn, these samples were 

segmented and analyzed so as to produce speaker-dependent representations of the relevant parameters. The investigators 

subsequently used these data to discriminate among speakers. Once they had established the system, they submitted it to 

experimental evaluation. A database consisting of 200 utterances produced by 100 male speakers was used for this purpose. 

From their report, it appeared that this team had made a pretty good start. One wonders if a sustained research program here 

would not have led to a usable SPID system. 

Certain of the other reports also described systems with the potential for success. However, several were structurally limited; 

i.e. they either used very short samples, restricted utterances (such as digits) or were text-dependent. Others focused on the 

verification problem rather than on identification and virtually all of the relevant experiments were carried out under laboratory 
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conditions. Thus, forensic application of any resulting system would have been problematical. Even the best of them needed 

further investigation both with respect to their basic power and potential forensic applications. 

 

S UBSE QU EN T A PPR O A CH ES  
First, regardless of what you think of voiceprints, we must concede that they were among the earliest of the machine-based 

approaches. Of course, they involved visual pattern matching by humans so you also can argue that they were unlike any 

system where computers do the processing. Moreover, it also must be conceded that this approach is about the crudest of all 

and that it hardly can be listed as a valid method. In any case, these relationships were covered in the previous chapter. It is 

only mentioned here to complete the historical perspective. 

Work went on at a number of laboratories during the next several decades (16-20). A sampling of a few of these studies will 

follow. Please be advised, however, that those selected are merely representative of many which were conducted throughout 

the world. 

Several SPID-SV programs originated at the Bolt, Beranek and Newman (BBN) Laboratories, and as early as 1972 (21 ). One 

of their earliest approaches consisted of comparing speakers on the basis of as many as 17-parameter sets; they included 

fundamental frequency, vowel and nasal consonant spectra, glottal source spectrum slope and word duration. A SPID algorithm 

was tested using these specific parameters and no errors were found for a set of 21 adult males. However, a replication of the 

study, under the same conditions, resulted in a 2% error rate. Later, the BBN group worked on text-independent SPID under 

various other conditions (22-25). In the latter case, the vectors employed were based on short-term spectra obtained from linear 

prediction coefficients (LPC), log-area-ratio coefficients, cepstral coefficients and spectral-band amplitudes. The speech 

samples used by these investigators were drawn from a variety of sources and included high-fidelity utterances, speech 

degraded by noise and samples recorded over a radio channel. Ultimately, reasonably good system performance was 

established (i.e. their correct speaker identification rates ranged from 68% to 76%). 

A little later, research on an automatic speaker recognition system was initiated at the Joint Speech Research Unit in England 

(26). The system developed there employed statistical analyses of fundamental frequency and spectral shape patterns as 

produced by a real-time cepstral processor. Subjects for a key experiment were 20 males and two females who produced 154 

speech samples, each being 20 sec. long. These materials consisted primarily of weather forecasts read by professional 

meteorologists and recorded from FM radio receivers. Two experiments were carried out with system performance very similar 

for both. That is, correct identification levels ranged from 75% to 89%, depending on the specific procedure. 

By the mid-1980s SPID experiments were being conducted at a number of laboratories throughout the world; most were based 

on signal processing techniques. The procedures employed here included vector quantization (VQ), Hidden Markov Models 

(HMM) and neural networks (NN). As you might expect, most were developed by electrical engineers (27-31) and, hence, the 

focus was on signal analysis with the relationships involving human behavior regulated to a secondary status. For example, the 

work conducted by Soong et al. (29) at the Bell Telephone Laboratory involved a VQ approach. Basically, a VQ codebook was 

established as a means of characterizing the speaker’s spectral features. A set of these codebooks was used to permit 

recognition of an unknown speaker from their spoken utterances on the basis of a minimum distance (distortion) classification 

rule. Once structured, the system was evaluated by means of a series of traditional speaker recognition experiments. The data 

base employed consisted of telephone recordings of 10 isolated utterances (digits) produced by 50 males and 50 females. An 

accuracy rate of better that 98% was achieved. But, again, the approach here seems to have been slanted more toward SV than 

SPID. 

A number of newer programs have been introduced during the past decade or so. For example, Tseng et al. (30) have 

developed an approach to the problem which they labeled CPAM (Continuous Probabilistic Acoustic Map). The speech input 

they employ consists of a parameterized mixture of a universal probability density functions (pdf) with either a CPAM model 

alone for text-independent operation or a CPAM-based HMM for text-dependent processing. This particular group used a 

continuously spoken database of digit strings, uttered by 20 speakers to evaluate the technique for both SPID and SV purposes. 

According to their reports, it performed better than did a VQ-based method. It did so for both text-independent SPID and for 

text-dependent SV. It also exhibited as good a performance as did a text-dependent, conventional HMM approach. Moreover, 

the CPAM-based HMM exhibited an identification error rate of less than 1.7% and a verification equal error rate of 4.0% with 

only a 128 pdf CPAM. In contrast, the conventional, (continuous mixture) HMM approach needed 400 pdf to achieve error 

rates that were roughly comparable (1.9% and 4.0% respectively) when the same cepstral features and three-digit test 

utterances were used as experimental tokens. The thrust of this project also was one designed more for use in SV than in SPID. 

For example, the investigators confined their sample to spoken digits; thus, speech sample duration was very short. While the 

method appears intriguing, it would need further evaluation in a forensic context before it could be considered for use in 

speaker identification. 

The neural network approach has not been neglected. It was also in 1992 that Hattori (27) reported on a text-independent 

speaker recognition system which was based on the NN approach. His model allowed transitions to any other state, including 

self-transitions, as well as the creation of a predictive neural network for each state. The robustness of Hattori’s method was 

evaluated using 24 female speakers; he employed distortion-based methods, HMM-based methods and discriminative NNs for 

this purpose. His recognition rates ranged from 95.7% to 100.0%. He also observed that performance levels varied depending 

on the number of training iterations carried out. Both approaches (i.e. predictive neural networks and discriminative neural 

networks) shared in these difficulties. Of course, it is not known if approaches such as these would be useful in the SPID area 

as they closely parallel SV procedures, especially with respect to laboratory, rather than field, conditions (i.e. they involve 

closed speaker sets, top-flight computing power, high fidelity audio equipment, high subject/speech sample control, and so on). 
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Finally, Webb and associates (31) have researched a SPID approach using HMMs. To do so, they carried out experiments, in a 

text-dependent mode, for the purpose of determining if SPID accuracy would decline as a function of increases in the number 

of speakers. This goal would serve to explain why they used an amazing total of 963 speakers (all women). These investigators 

had their subjects utter digit strings which, in turn were recorded over a telephone link and used in the identification paradigm. 

However, the general approach they followed was patterned after SV (all sets were ‘closed’). An overall mean accuracy of 

98.7% was obtained and the minimum of the means was 95.2%. The Webb el al. project can be seen to provide useful 

information about the effects of varying population size on speaker recognition. As would be expected, they found that 

identification accuracy decreased as the number of their speakers increased. However, this team tested their algorithm only 

with short samples and (as stated) closed sets. Before forensic applications can be considered, a great number of additional 

experiments would have to be completed. 

As has been pointed out, most of the cited approaches are said to be focused on SPID. Yet many of them show distinct signs of 

being strongly influenced by typical verification philosophies. For example, nearly all were carried out under pristine 

laboratory conditions; most either used very short speech samples, limited utterances (such as digits) or were text-dependent. 

Thus, even though their identification scores were high to very high, they cannot be treated as being forensically realistic. 

Why? Because the investigators in question did not take the distortions, vagaries and confusions associated with forensic reality 

into account. Most importantly, they seemed not to be aware that they were dealing with human behavior and not just the 

machine processing of acoustic signals. 

As can be seen, even from this short review, many of the approaches were elegant; certainly, they were insightful. But, just 

how well would they perform if the recording of the ‘unknown’ talker was actually that of a stressed-out woman, with a cold, 

speaking over a telephone? How about the speech of an aggressive male which had been picked up by a body bug (i.e., a 

listening device) in a busy restaurant? Accordingly, you should be aware of the need for research teams made up of a mix of 

phoneticians, engineers and forensic specialists. Such groups tend to work out pretty well; for one thing, they directly address 

the forensic issues. A practical demonstration about just how much they can accomplish will be found in Chapter 8. 

 

MO RE  R ECE NT  DE VEL O PME NTS  
As you might expect, progress continues in semi-automatic SPID (32-36). Of course, some of these programs were initiated 

before (often much before) the 1990s. So many of them are now in existence, a selection process must be instituted again. Our 

SAUSI program will be considered, not just because of its success but also because it was collaboratively developed by 

phoneticians and engineers. It will be reviewed in the next chapter. 

For my review of other people’s work, I have selected just two programs. They nicely illustrate the wide range that can be 

expected among extant SPID efforts; especially so because one of them draws from SV and the other stresses the use of 

multiple evaluation modalities. Further both (1) have been sustained over time, (2) involve strong research programs plus 

application in the forensic milieu and (3) are peopled by mixed teams. The first is headed by a computer specialist with a 

background in phonetics and the other by a pair of engineers, one of whom has dual status as a phonetician. They also reflect 

the social customs and forensic contexts of two different countries. 

 

A  PR O GR AM FRO M THE  USA  
Dr Robert Rodman is a professor of computer science at the North Carolina State University. His research programs are quite 

varied but a key thrust is in computer-supported forensic SPID (57-47). This program should serve to illustrate how a team of 

computer specialists, who are competent in the behavioral sciences, can develop a semiautomatic ‘machine’ approach to SPID. 

The identification procedure the Rodman team has developed is based on U-K comparisons (i.e. of the unknown vs. the known 

speaker) of the same phonemic sequences (they call them isophonemic sequences) drawn from available speech samples. As it 

is currently structured, a human analyst selects the isophonemic sequences to be processed and compared. Consider an example 

he provided (R. Rodman, personal communication). Three speakers are to be contrasted; one has uttered the phrase ‘In the heat 

of the night,’ a second has said ‘By the seat of your pants,’ and the third ‘On my own two feet’. As you can see, the vowels 

from the words heat, seat and feet are isophonemic and, hence, can be used to provide material for the comparisons ( a number 

of samples will be contrasted). 

It is a strength of this method that it obviates the loss of discriminatory power when masses of speech from each speaker are 

treated statistically. While there obviously will be intraspeaker variation even when a single person says ‘heat, seat and feet’ in 

different sentences, these differences tend to be of lesser magnitude than are those for interspeaker variation under the same 

circumstances. In other words, acoustic differences among the words as spoken by three different speakers will largely reflect 

individual differences in pronunciation. For another thing, the Rodman technique trivializes the variation in vowel transitions 

which result from the effects of their (differing) consonantal environment. Rather, the totality of such differences, as measured 

over many sequences, individualizes the speakers. 

How do members of the Rodman group process the relevant speech samples so as to permit quantification of the acoustic 

differences among and between the isophonemic sequences? First, the speech segments are digitized at a 22.046 kHz, 16-bit 

quantization and, then, Discrete Fourier Transforms (DFT) are computed for each of the isophonemic sequences. Where the 

speech is voiced, the glottal pulse period (GPP) is chosen as the window size for the DFT; where the speech is not voiced, a 

window size of 100 samples (= 4.54 ms) is employed. Isophonemic sequences that are purely voiced or purely unvoiced are 

usually chosen for these assessments and sequences with stops and affricates are avoided. 

An algorithm is then structured as follows (from Rodman, personal communication): 

 1.Compute the discrete Fourier transform (DFT) using a window width of A'samples. 
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2.he absolute value of the result (so it is a real number). 

3.Shift over 1 sample. 

4.Repeat steps 1-3, Wtimes. 

5.Average the /Vtransforms and scale (them) by taking the cube root (to reduce the influence of the first formant), drop the DC 

term and interpolate it with a cubic spline to produce a continuous spectrum. 

6.Convert the spectrum to a probability density function by dividing it by its mass, then calculate the first moment mi (mean) 

and the second central moment about the mean ni') (variance) of that function in the range of 0 to 400 Hz. and put them in two 

lists. 

Let S(f) be the spectrum. The following formulae are then applied; they are appropriately modified for the discrete signal (i.e. 

the glottal pulse period or GPP). 

 

 
 

7.Repeat steps 1 through 6 until less than 3Wsamples remain. 

8.Scale each moment: mi by 1O
 -3

 and m2 by 10
-6

. 

 

As you can see, the result is a sequence of points in two-dimensional mi-mo space; it is one which can be interpolated to 

provide a track. In turn, the tracks are smoothed by a three-stage cascading filter: median-5, average-3, median-3. That is, each 

value (except the endpoints) is replaced on the first pass with the median of itself and the four surrounding values. The second 

pass takes that median-5 output and replaces each point with the average of itself and the two surrounding values. 

Subsequently, that output is subjected to the median-3 filter to provide the final (smoothed) track. 

A visual impression of intra- and inter-speaker variation may be seen in Figure 7.1. The first two tracks in the figure are created 

by a single speaker saying / owie/ on two different occasions. The third and fourth tracks are of two different speakers also 

saying / owie/. 

Several factors must be considered in order to compare these tracks; they include (1) the region of moment space occupied by 

the track, (2) the shape of the track, (3) the center of gravity of the track and (4) the orientation of the track. Each of these 

characteristics will display larger interspeaker than 
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intraspeaker variation (at least when they are reduced to statistical variables). Rodman suggests that the way to extract these 

variables is to surround the track with a minimal enclosing rectangle (MER), which is that for the minimal area containing the 

entire track. The MER, in turn, is computed by rotating the track about an endpoint one degree at a time and computing the area 

of a bounding rectangle whose sides are parallel to the axes each time. The minimum is then taken; it will be found within 90° 

of rotation. These relationships are illustrated by Figure 7.2. 

Four of the 10 variables used to characterize the tracks are then extracted from the MER of the curve in its original orientation, 

namely the x-value of the midpoint, the y-value of the midpoint, the length of the long side (L) and the angle of orientation 

( a ) .  Four additional variables (relative to the track) also can be identified; these are the minimal x-coordinate, the minimal -

^coordinate, the maximal x-coordinate, and the maximal ^coordinate. These values are 

 
derived by surrounding the track, in its original orientation, with a minimal rectangle parallel to the axes and taking in the four 

corner points. These eight parameters provide measurement of the track’s location and orientation in moment space. 

The final two variables are applied to reflect the shape of the track. That is, they (i.e., the tracks in mi-m2 space) are 

parameterized into integrable curves by plotting the mi-value of the point p against the distance in mi-m2 space to point p-1 

(providing, of course, that the distance exceeds a prespecified threshold). If it does not, point p-1 is discarded and the next point 

taken. This process continues until the threshold is exceeded. The abscissa is then normalized to [0,1] and the points 

interpolated into a smooth curve by a cubic spline. This is defined as a normalized arc length parameterization. A second curve 

is then produced by application of the same process but by using the m2-value Qf the point p. The two quadrature-based 

variables are then calculated by integrating each curve over the interval [0,1]. 

Figures 7.3-7.5 illustrate the discriminatory power of these variables. Figures 7.3 and 7.4 represent two different utterances of / 

ayo/ (extracted from ‘we may owe money’) by speaker X. The first plot in each figure is the track in moment space. The second 

and third plots are the normalized arc length parameterization for mi and m? with the actual variable used being the quadrature 

of the curves. As you can see, similarities are evident in the shape of corresponding plots for the same-speaker utterances. 

Figure 7.5 then is the set of plots of that same utterance by speaker Y. The different curve shapes in the figure confirm that the 

syllable was uttered by a different person. 
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Once the Rodman group had successfully completed several methodological studies, they proceeded to carry out a number of 

experiments designed to assess the method. One involved a scenario wherein 10 speakers spoke owie, eya, and ayo four times 

each. These utterances were used to create a training database. Later, 10 unknown speakers uttered these same words a single 

time each and the resulting materials were used as the test database. All of the speech signals were then processed to create the 

tracks described above. The 10 cited parameters (again, see above) were used for the comparisons between the utterances. Both 

closed- and open-set SPID procedures of each of the 10 unknowns were then carried out. When the unknowns were chosen 

from among the 10 speakers (closed set), the error rate was 0%. For open-set identifications, the error rate varied between 10% 

and 20% depending on the level of the thresholds employed. In short, Rodman found that it was not possible to establish a 

single threshold to produce error-free open set identifications; hence, he has provided a critique. He wrote (paraphrased) ‘I 

employed discriminate analysis in 30-dimensional space (10 variables for each of three sounds) for this research; the squared 

Mahalanobis distance (as a measure of similarity) was processed in a similar way. I then chose a threshold to determine 

whether a speaker resided or did not reside within the particular set being tested. When a speaker was not in the set, all the 

distances were expected to exceed the threshold. Thus, a single threshold, one which would correctly identify both the three 

outsiders and the seven insiders was not established in this experiment. Further, a manual procedure (one which resulted in a 

single miss) simply was not considered appropriate. On the other hand, the “reasonable” algorithm (established to determine 

the threshold value) resulted in two misses. Thus, we are assessing new threshold determination for our next series of 

experiments.’ He then indicates that characterizing each speaker by ‘10 or more isphonemic sequences improved 

discriminatory power considerably.’ The research program described is being continued with the current focus on both 

upgraded thresholds and with samples drawn from criminal investigations. 

 

A PROGRAM BASED IN POLAND 
The philosophy expressed by the leaders of this group is simply that, when faced with a problem of forensic identification, it is 

important to gather and apply any and all of the SPID procedures that might permit success. The program is headed by an 

engineer, Prof. Dr Wojciech Majewski; the other principals are Dr Czeslaw Basztura and Dr Janusz Zalenski (43-51). The term 

engineering may be a little misleading as Majewski in particular is cross-trained (and experienced) in the phonetic sciences. 

Moreover, the efforts of this group have not been entirely confined to Poland as Majewski initiated some of his SPID research 

at my laboratory in the 1960s; he also spent time at Michigan State University with Oscar Tosi (of ‘voiceprint’ fame). Basztura 

too has a primary understanding of human behavior. Accordingly, it should not be surprising that this team uses both machine 

and human processing. And, as stated, their philosophy relative to the forensic situation is one where they use every procedure 

and parameter they can develop or adapt. Thus, the review to follow includes descriptions of their entire approach, even if it is 

only their machine procedures which are consistent with this chapter’s theme. 

Let us start with the computer-based procedures. When our consideration is restricted only to them, their efforts would appear 

to stem from SV (after all, they are engineers first). For one thing, they argue that there is a need for automatic SPID and do so 

on the basis of the practitioner’s easy access to computers. They insist that adding superior decision rules to the computer’s 

program, and objectively measuring the features of speech, will permit them to determine if a particular utterance was produced 

by a given speaker. They further suggest that the number of algorithms which can be used for these purposes is quite large and 

list some they use; included are: spectra, cepstrum, linear prediction coefficients (LPC), fundamental frequency, formant 

frequencies, zero crossing ratios (ZCR), temporal features. They adapted these algorithms for use with SPID tasks, suggesting 

that a variety of them should be applied in association with the decision criteria and classification rules they have adopted (48, 

53). Subsequently, they established a number of approaches which involve application of the nonparametrical algorithms of 

NM (nearest mean), NN (nearest neighbor) and/or K-NN. These entities are applied to the speech parameters which either have 

been averaged over time or established for particular time windows. For forensic purposes, this team indicates that they prefer 

the NN algorithm with dynamic time warping (DTW). That is, they compare the parametric representation of an unknown 

speech sample with the parametric representations of all known speakers. To speed up calculations, the simplest possible 

distance measure (i.e. the Hamming distance) is used. Basically it can be expressed as: 

 

 

 
Since forensic applications involve the recognition of speakers in open sets, these investigators have worked out a parametrical, 

probabilistic algorithm based on Basztura’s work (44, 47); indeed, his metric was found to be especially useful for SPID 

purposes. The procedure (i.e. a statistical algorithm of speaker recognition in open sets, or OSA) generally combines two 

classical tasks. The first consists of a speaker identification procedure which assigns the utterance of an unknown speaker to 

one of the known speakers; it is followed by a verification procedure which either confirms or rejects the preliminary 

identification decision. 

To be more specific, these investigators assume that their set consists of M known classes (i.e. known speakers who belong to a 

closed set) plus a one multiobject class (one which corresponds to all the voices that do not belong to set M). These latter 

voices constitute the ‘ground’ or unknown voice class (m = 0) where conditional distribution of the ground Q(x/0) is generally 

a multi-model distribution with a large number of modes (they approach infinity). For the known voices (m= 1, 2,... M), it is 
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assumed that the conditional distributions of Q(x/m) are normal. Examples of them, for one-dimensional parameter space (P= 

1), are presented in Figure 7.6.  

 
The algorithm employed by the Majewski-Basztura group is based on Bayes’s decision criterion. However, a more general 

term is substituted for the distance measures used in the nonparametrical (heuristic) algorithms (see again the equation). Indeed, 

they indicate that ‘a mean risk Rm (Xn) connected with the assignation of pattern (Xn) to class m is established.’ As the basis 

of these assumptions, they present the recognition procedure for open sets in two stages: 

 

1.Identification in the closed set; i.e., the finding of m* which means the temporary assignment of recognition pattern Xn to 

class m*. 
Rm* = min Rm (Xn) 

 

2.Verification; i.e., the checking of condition 2. 

 

Rm* = (Xn )< Ro (Xn) 
If the condition found directly above is fulfilled, pattern Xn belongs to class m*. In the opposite case, it belongs to class m 0; 

i.e., the ground. 

The selection of boundaries for the unknown voice class (m = 0) may be limited to two simple cases (see again Figure 7.6): 

 

1.Q(x/0> = H, where H = a constant threshold, 

2.Q(x/0) = Hm, where Hm = a relative threshold. 

 

In the closed set, an incorrect identification may occur. The verification procedure diminishes this error to its own cases. 

However, the procedure also introduces an error (a) of incorrect rejection; it is related to the cases initially recognized correctly 

but then rejected in the verification process. In relation to the open set, the identification procedure introduces the error of false 

acceptance (|3); this error is related to the patterns from outside the closed set which are accepted. 

The procedure cited is applied to different parametric representations of speech; i.e. fast Fourier transforms (FFT), LPC, 

fundamental frequency (F0) and temporal features (ZCR). It has demonstrated a usefulness at least under laboratory conditions 

(43, 44); it does so even for unfavorable signal-to-noise ratios (SNR) (49). More importantly, it also is useful for forensic 

applications since it results in a relatively small false-acceptance error - a consideration very important to the legal 

consequences of false accusations. 

As you would expect, these authors have carried out a number of experiments to assess the sensitivity of their techniques. They 

also provide a practical example (see below) as to both how, and how well, it works. However, please note that when they 

apply their method in the forensic sector, they employ their ‘triple’ approach; that is, they add-on their structured AP-SPID 

techniques and a ‘visual’ pattern matching method reminiscent of ‘voiceprints.’ However, this approach includes fairly 

sophisticated spectrographic displays (50) (one of them can be seen in Figure 7.7). Examiners trained in both AP-SPID and 

their type of visual analysis organize the data for use with the computer-based procedures described above. The way in which 

all three methods of speaker recognition are applied and correlated can be found in the operational plan presented in Table 7.1. 

In order to minimize any subjectivism by the examiners, each of the three procedures are carried out by different sets of 

individuals. 

Consider Table 7.1; you will note that the first task (item A-l) involves an auditory analysis of the evidence and exemplar tapes; 

it is carried out by three or four experienced examiners. Their major goal here is to make a transcript of the dialogue and 

compare it with the protocols provided by the police. The second and third tasks simply are routine; i.e., they check the tape for 

authenticity and record a group of foil or distractor speakers (see items A-2 and A-3). 
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The fourth task (A-4) is to select key utterances for the SPID procedures and label them. These selections are based on the 

frequency of occurrence, capability to convey individual voice features, neutral content, etc. All speakers produce six (key) 

utterances (the same ones). Subsequently (A-5), extraction and A/D conversion of the cited utterances, is carried out. That is, 

the utterances are digitized, transferred to computer memory and used in the comparative analyses. 

As can be seen from consideration of the lower half of Table 7.1, the second phase of the SPID effort is to apply the three types 

of SPID procedures. As stated, they are AP-SPID, visual examinations of three types of spectrographic materials and at least 

two computer-based approaches. 

The authors provide an example, it is one drawn from their forensic database. In this instance, an unknown speaker (U) was 

recorded when attempting extortion. A group was examined; it included five suspects and foils. The examination proceeded as 

follows. First, the listening tasks (paired comparisons or ABX) were carried out; speaker No. 2 appeared most likely to be the 

extortionist. These tests also demonstrated that a striking similarity existed among voices 1, 2 and 4 and did so despite the fact 

that speakers 2 and 4 appeared to be attempting voice disguise. The similarities apparently were caused by the fact that all three 

were members of a single family. At this juncture, the visual and quantitative procedures were carried out. These comparisons 
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were performed on both t-f-a spectrograms and parametric representations of the utterances (i.e. by means of FFT and ZCR 

displays). The assessment of the speakers temporal features (ZCR results) could be quantified 

 

 

 
 

 

and, hence, they are included in Table 7.2 along with the results from computer processing (OSA and NN-DTW). In any event, 

the ZCR values for both inter- and intra-speaker distance can be seen in the first two columns (note that No. 2 is again most like 

the unknown). At this point, the investigators activated the computer programs described above. First, steady-state segments of 

several samples of the vowels /a/ and /0/ were identified; subsequently, nine randomly chosen segments, each lasting 50 ms, 

were extracted for each of the vowel- speaker combinations. These samples were chosen because this group considers the 

vowels cited to be relatively good carriers of individual voice features; they also exhibit a reasonably high frequency of 

occurrence in Polish. The specific computer programs applied in this case included OSA (i.e. the previously described 

algorithms for speaker recognition in open sets) and the heuristic NN algorithm with DTW (NN-DTW). In turn, two sets of 

parameters were used: one- third octave amplitude spectra {P  = 16) and distributions of time intervals between zero crossings 

in time channels (also P=  16). The averages resulting from these procedures also can be found in Table 7.2. Comparisons 

among the ZCR data indicated that the intraspeaker distances were smaller than those for the interspeaker measurements. In 

this case, a known speaker is considered more like the unknown if the distances between the ZCR scores are large; smaller 

ZCR ratios also indicate great similarity. In short, the ZCR data supported the postulate that the three related suspects were 

most like the unknown and, while the differences were again small, it appeared that speaker No. 2 quite possibly was the same 

person as U. This conclusion was in agreement with the aural-perceptual results and the visual analyses of the several types of 

spectrograms. 

Finally, the statistics for correct identification, based on the NN-DTW and OSA analyses, also may be found in Table 7.2. 

These values are the percent probabilities that any of the known speakers actually is the unknown; (they result from composite 

values of the means for all vowels produced by that speaker). As can be seen, the judgments here are consistent with the 

previous ones. Even more important, one particular speaker was consistently found to be most like the extortionist. Of course, 

the fact that his individual values were not markedly different from the others on any given test does not constitute particularly 

robust evidence of a voice match. On the other hand, that he is closest on test after test is quite a different matter. 

This real-life case should provide insight as to how Majewski and Basztura approach the problem of forensic SPID. They 

believe that it is important to combine aural-perceptual assessments with several pattern matching spectro- graphic techniques 

and  multiple computer-based algorithms. In my judgment, their approach is a sensible one and it should serve them, and the 

relevant law enforcement and judicial organizations of their region, quite well at least until more sophisticated approaches are 

developed. 

 

SAUSI 
Finally, a speaker identification program was initiated at IASCP, University of Florida in the mid-1960s. Our motivation was 

partly based on scientific curiosity, partly on my personal interest in ‘identification’ (how old did the person sound, how well 

can we localize acoustic signals underwater, etc.) and partly because we recognized the need for a procedure that could be used 

to mitigate a steadily growing social problem. However, an additional motivation on my part was simply one of guilt. I had 

joined the group of scientists opposed to the use of ‘voiceprints’ (I did so simply because they were not valid). That both 

research and logic strongly supported my decision was of little consolation. Law enforcement and other relevant groups needed 

help. Someone simply had to provide them with a valid and effective SPID system. Thus, both our SAUSI and the AP- SPID 



87 

 

research programs were initiated (in part anyway) to assist in meeting this problem. The description and history of our AP-

SPID program was included in Chapter 4; that for SAUSI follows. 
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CHAPTER 8 

 

S A U S I 

 

 

 

INTRODUCTION  

While my semi-automatic speaker identification system (SAUSI) has been referenced throughout 

this book, its full description (plus some discussion) has been deferred to this chapter. First, the 

questions. Where did it come from, how -vas it developed and why did we do what we did? 

 

MOTIVATION 
As was indicated in the last chapter, the SAUSI research program developed naturally. For one 

thing, my students, colleagues and I were already into ‘identification’ in a big way - we just did not 

realize it. Neither did we realize (in the beginning anyway) that some of what we were doing 

actually was ‘speaker’ identification. A short review should provide some perspective here. It may 

be especially useful in allowing you to understand just how a program such as SAUSI actually 

develops. We had already established a number of cohesive research programs; ones that were 

either directly focused on ‘identification’ or were  complementary to it. For example, one of them 

involved determining a person’s age by means of perceptual and/or acoustical speech analysis (1-6). 

This research program was rather well received and has been continued (7-13). In any event, these 

projects paralleled our efforts in SPID. 

Another of our early thrusts involved the study of speaker intelligibility 14-18). Research in this 

domain also has continued in parallel with that on the AUSI system (19-25). As a matter of fact, 

many of the concepts and procedures developed for these projects also were adapted for the SPID 

program. 

Several of our (later) research programs had their roots in speaker identification (remember, we also 

studied AP-SPID). To illustrate, we developed research programs designed to discover the effects of 

stress on voice (26-35) ; others focused on the acoustic identification of gunfire (34, 35) and on the 

effects of intoxication on speech (36—40). As indicated, these particular projects id not originate 

prior to, or even at the same time as, our SPID programs, however, a great deal of interaction and 

cross-fertilization took place between them, especially during the later stages of SAUSI 

development. After all, acoustically identifying a gunshot, or the age of a speaker, present 

challenges quite similar to personal identification. 

Motivation of a somewhat different type resulted from the arrival of two of my early postdoctoral 

students; both were interested in ‘identification procedures.’ These students were Wojciech 

Majewski (he later became Professor and Dean of the Institute of Acoustics and 

Telecommunications, Wroclaw Technical University, Wroclaw, Poland) and the late Thomas Shipp 

(who, for many years, headed the Speech Research Laboratory at the San Francisco Veteran’s 

Administration Medical Center). Wojciech had won his doctorate primarily in engineering but was 

interested in the acoustic processing of speech. While at our university, he continued his study of 

experimental phonetics and initiated several relevant research programs. Our collaboration 

ultimately led to the examination of power spectra as a possible SPID cue (41, 42); it also led to the 

testing of other (somewhat less successful) techniques. Tom Shipp was not as interested in SPID per 

seas was Majewski. Rather, his focus was on the recognition of human behavioral states by the 

analysis of subjects’ vocal output. Nonetheless, he contributed much to the early methodologies and 

our initial planning in the speaker identification area. 
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The third impetus to the SAUSI program resulted from the growth of the ‘voiceprint’ controversy. 

My observations of what was going on, plus requests that I ‘analyze the problem,’ put me in contact 

with a number of groups (especially law enforcement agencies) that had an interest in, or a need for, 

valid and reliable SPID procedures. It did not take long to discover just how desperate certain 

members of these groups were for assistance, or how lacking was any solution based on 

‘voiceprints.’ It would have been difficult to ignore this problem even if the SPID topic was not one 

in which I was developing a fundamental interest. 

 

STRUCTURING AN APPROACH 
It is a little difficult to describe just how we organized our thinking, philosophies, methods and 

operations. This is due primarily to the realities associated with large and complex research projects. 

Only rarely do they develop in an orderly manner. So, rather than confusing you by sorting things 

into a strict chronological order, let me cluster the discussions around the SAUSI-linked events 

and/or ‘breakthroughs’ (to us anyway) which have occurred over the past 35-40 years. This 

discussion should give you, at least, some insight into how we operated and roughly how we 

achieved a modicum of success. 

The first excitement came from our early realization that there would be no simple solution to the 

problem. There just did not appear to be any single actor, parameter or vector which was at once 

sensitive enough to permit discrimination among the many talkers who would populate even a 

modest-sized group and yet be robust enough to resist the degrading effects of the various types of 

distortion. Moreover, the available processing equipment (even our laboratory computers) was/were 

initially pretty crude. I vividly remember the data reduction problems associated with our early 

research. In those days, it took a half dozen research assistants upwards of two weeks to complete a 

SAUSI experiment. Later, a single computer operator would need only about half that time to 

process even larger experiments. These same procedures now take less than a day to complete. But 

back to our initial problem. We soon realized (along with others, of course) that it would be 

necessary to dissect the acoustic signal in some way if we were to tease out those parameters that 

would support identification. On the other hand, we also discovered that we could cluster a number 

of them together in order to create useful vectors. We postulated that, if we were successful, we 

could then study how they operated both individually and collectively, and, having got that far, we 

could initiate an integrated research program. 

At this juncture, I realized that traditional research approaches might not be robust enough for our 

purposes. Typically, a scientific project is developed by asking a question (or series of questions), 

structuring a theoretical framework and then carrying out appropriate experiments. As you might 

expect, the process also involves specifying a precise research design, the equipment to be used, the 

population to be studied, the utterances to be generated, the experimental protocols, the statistical 

analyses, the procedures for data interpretation, and so on. (Research is a complex business, is it 

not?) In any event, the plan cited appeared lacking. While it was both rigorous and extensive 

enough to support research focused on some sort of limited relationship, it just did not exhibit 

sufficient cohesion, organization and depth to permit our long-term project to be properly 

conducted. Moreover, we had already obtained evidence that supported this postulation. That is, we 

had noted that even some of the more elegant SPID and SV research programs being carried out at 

that time (see Chapter 7) seemed not to be producing very much in the way of results; still others 

had withered and/or had met with an early demise. The fact that most of these projects were a little 

limited in their scope probably had something to do with it. Finally, we took no succor from what 

was happening in the ‘voiceprint’ area. Clearly, chaos reigned there (probably the result of poor 

structuring, lack of cohesion and little to no research). In short, we opined that, to be successful, we 

should organize our efforts differently than did most of the others. That is exactly what we did. 
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discriminate among talkers drawn from fairly large groups of subjects. The basic strength of each 

vector can then be assessed experimentally and changes made as needed. Moreover, the process can 

be repeated and as often as necessary. Once a vector begins to show promise, it can be evaluated in 

situations where distortions are present. You will note from earlier chapters that channel distortions 

include such things as telephone (frequency) bandpass, noise, and so on, whereas subject distortions 

involve speech which is produced when the talker is stressed, sick, intoxicated, attempting disguise, 

etc. The purpose of this second phase, then, would be to test (and modify if necessary) the vectors 

for use with the more severe challenges occurring in the field. This servomechanistic process could 

then be continued until those conditions which serve to enhance or degrade the vectors are 

identified and their effects integrated or mitigated. An alternative result would be to find that the 

vector is simply not sensitive enough to provide useful information about a speaker’s identity. 

Indeed, we discovered that several of those we proposed and tested fell into this category. They 

were discarded, of course. As you might suspect by now, these (several) initial stages took a long 

time to complete. 

The next phase of virtually any SPID program is to attempt to increase system effectiveness by 

combining the constituent vectors into sets of various size. The specific process we used was to first 

test the strength of all possible pairings and then to go on to more complex combinations. 

Ultimately, we assessed all the vectors at once. As may be seen in the lower part of Figure 8.1, these 

procedures are even more complex than are the initial ones. For example, 11 separate research 

programs were required to test the set of four SPID vectors we eventually developed. Each involved 

several experiments focused on normal conditions and then replications with various distortions 

present. Many experiments were repeated further because of changes designed to upgrade the 

process. As suggested, when the procedures seen in Figure 8.1 were carried out, some of the early 

vectors had to be eliminated. 

More advanced phases of system development may be best understood by consideration of Figure 

8.2, which is but a modification of Figure 8.1. However, this structure is different enough from the 

original to permit experiments to be conducted under ‘real life’ (or close to ‘real life’) conditions. 

Better yet, it provides the basis for structuring field tests. We have found two different approaches 

useful for that purpose. The first involves attempted solutions of simulated crimes (ones which are 

generated under field-like conditions). The second involves application of the method to actual 

investigations (usually criminal). Either can provide helpful information about system validity 

and/or efficiency when used in the field; however, both have limitations. For example, even well-

designed ‘simucrimes’ are somewhat artificial and only roughly parallel real-life situations. In 

contrast, the use of criminal cases permits only  
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nonscientific verification (i.e. that based on confessions, convictions, etc.) and results of this type 

simply cannot be substituted for experimental data. Yet, field research often can demonstrate, to 

some extent anyway, if the SPID procedure being developed actually is of merit or is inadequate. 

Indeed, this final step proved valuable in the development of SAUSI. It led to the two-dimensional 

profile approach we use, as well as to our procedure involving ‘rotations.’ Both of these techniques 

are now counted among the strengths of the SAUSI approach. 

To summarize, the development of an efficient SPID system is not a trivial endeavor. As we 

discovered, a successful outcome takes years of research and careful application. Moreover, the 

research conducted must be highly organized, extensive and, yet, flexible (see again, Figures 8.1 

and 8.2). 

 

T H E  V E C T O R S  

In the beginning, we studied all sorts of speech elements and relationships. We also assessed certain 

parameters within the signal itself (i.e. traditional signal analysis). In these latter cases, little regard 

was paid to human motivation or behavior. However, some of our techniques also involved signal 

processing but wherein the process was modified by direct observations of speech behavior and 

consideration of relevant theoretical constructs. Certain of the approaches we tried were very simple 

in scope (so simple they involved but a single feature or parameter), others were quite complex. 

Slowly (actually, very slowly) we came to the realization that the factors which appeared to have the 

greatest SPID potential were those that reflected the processes employed by humans of course. 

People - ordinary people - carry out all kinds of SPID. It was at this point in time that we began to 

closely observe what individuals actually did. We discovered that they made their identifications 

quite rapidly and they did so without external assistance. Indeed, I realized that I personally carried 

out these very activities; I did then and I do now. For example, I recently listened to an actor (who I 

could hear but not see) narrating a program about the Founding Fathers of the United States; his 

voice sounded familiar. Then I realized who he was. I could not remember his name but I knew that 

he often had played the role of a detective on a television program entitled ‘Law and Order.’ Sure 

enough, he was identified at the end of the program as Paul Sorvino. While he does not exhibit a 

particularly unique voice, I recognized it and did so quite casually. So, which of his speaking 

attributes had I (unconsciously) processed and stored? We now know that it is not the way the 

signal is constructed but rather the elements (voice quality, pitch level/patterns, prosody, dialect, 

and so on) it carries that are important. List them and you will see that they resemble the AP-SPID 

checklists found in Chapter 4. To reiterate, what I had not done was to subject Mr Sorvino’s speech 

to some sort of machine-based analytical method. Rather, all I did was tune in on those ‘natural’ 

speaking attributes embedded in his utterances. 

These insights first occurred to us many years ago. No light bulb flashed; nevertheless, the idea 

quickly took root at our laboratory and we began to apply it to our SAUSI program. Specifically, we 

postulated that humans (unconsciously) identify speakers by listening to their ‘natural speech 

features,’ storing away the idiosyncratic elements they hear and then recalling them. Thus, all we 

had to do was teach machines to carry out this very same process. 

This shift in focus occurred at an opportune time for us as we had been experimenting with 

traditional signal processing techniques and found them less than exciting. Indeed, we had 

discovered that many of the factors we were attempted to employ were rendered functionally 

inoperable when impacted by the distortions associated with criminal activity. Thus, we had even 

more of an impetus to shift our focus from the traditional (with an associated search for a single 
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omnipotent factor) to a multifeature approach involving natural speaking characteristics. It was at 

this point that we also began the process of profiling speakers. 

Our new approach made a great deal of sense to us (43-46). But, identifying and generating the 

actual vectors was not all that easy. How did we do it? Well, for one thing, we sat down and 

reviewed our personal experiences; we also reread all the AP-SPID literature that was available at 

that time (see Chapter 3). We then made a list of potential vectors. It was about this time that I 

listened to a paper on this subject presented by Kenneth N. Stevens (47). He too had listed a series 

of features which he believed were particularly important to speaker identification. We put his list 

together with ours and found a number of commonalities. We then began to experiment with 

various clusters of parameters - either those that grouped themselves around a central theme or 

others that resided in some identifiable domain. Those that we selected all appeared potentially 

useful but, as expected, only some of them proved to be so. Of course, many of the analysis 

techniques we had to use at that time were a little crude and, hence, may not have been sophisticated 

enough to provide fair evaluations. However, any procedure devised would ultimately have had to 

perform in negative (i.e. forensic) environments. That is, it would, at once, have to be sensitive to 

small differences among talkers and yet resistant to forensic distortions. Moreover, the end product 

(i.e. the method or system) would have to be easy to understand and interpret. 

Some of the (natural) vectors that were of little use included vocal intensity, consonantal structure, 

nasality and vocal jitter. There appears to be little reason to review them here (at length anyway) 

since they did not exhibit even marginal potential. Thus, a sentence or two should suffice. Vocal 

intensity was simply too difficult to assess accurately. Since absolute intensity level can be varied 

by a number of factors external to the speaker’s behavior, the rise and decay times of the speech 

(energy) pulse often are changed by events that have little to do with vocal intensity itself. A similar 

problem was encountered when we attempted to use consonant characteristics as identification cues. 

We were hopeful that we could do so as Ingeman (48), Schwartz (49) and others had suggested that 

phoneme analysis should provide a rich source of speaker specific information. Yet, reliable 

quantification of consonantal structure (and, especially, consonant clusters) proved difficult. Indeed, 

so many allophones occurred (within each speaker’s productions) that intraspeaker variability was 

usually high. It is one thing for a modest relationship of the sort noted by Ingeman and Schwartz to 

exist; it is yet another for it to permit extraction of accurate information about a person’s identity. 

Finally, the same kinds of problems occurred when nasality (50, 51) and vocal jitter were assessed. 

In all fairness, however, it must be said that these elements/clusters were assessed and discarded 

when the available processing equipment was not as sophisticated as it is today. Nor did we know as 

much about speech and speaking as we do now. It is just possible that, if one or more of these old 

vectors were restructured, it/they would prove useful for SPID purposes. 

 

THE FOUR VECTORS 
Which of our vectors have proved useful? It might appear to be getting ahead of the story were I to 

describe them at this juncture. However, it would seem necessary to do so, especially if you are to 

keep them in mind as we discuss how they were structured and how they work. 

Each of the vectors was originally chosen on the basis of deductive logic, subjective observation 

and a little research. The formation of their constituent parts and assessment of their strength 

resulted from inductive logic and experimentation. SAUSI currently consists of four vectors; they 

are: (1) Long-Term Spectra (LTS), (2) Speaking Fundamental Frequency (SFF), (3) Time-Energy 

Distribution (TED) and (4) Vowel Formant Tracking (VFT). 

 

The Long-Term Spectra vector 
This vector reflects that elusive but very important attribute of voice quality. Vocal timbre, or tone, 

is fairly easy to understand (remember my example?). If a violin is played by one person and a 



95 

 

clarinet by another, you will be able to differentiate between the two even if the musicians playing 

them do so at the same fundamental frequency and intensity level. The way you do so is by listening 

to their overall tone quality. The same relationship holds for human voices (at least, to a great 

extent). More importantly, power spectra provide good information about this characteristic. 

Long-term spectra are among the most extensively investigated of any of the entities we have 

considered and/or researched. Indeed, a rather large number of reports have been published in the 

area (52-62); those provided by our group are particularly prominent (41, 63-72). In any event, we 

have found LTS to be one of the more stable of those vectors we have tried. It is sensitive to a 

speaker’s identity even when noise, limited passband and speaker stress are present. It is not as 

resistant to the effects of disguise but still functions reasonably well under those conditions. 

Please turn to Figure 8.3; as you will see, it provides two curves. Both are graphic representations of 

long term, or power, spectra. That is, they consist of frequency information about all the acoustic 

events which have taken place during the unit of time to which this analysis was applied (20 s for 

example). Note also that these frequency-energy patterns have resulted in line spectra. In turn, they 

provide information about the person’s overall voice/speech quality and do so irrespective of the 

actual phonemes being produced. SAUSI’s LTS vector uses up to 40 individual parameters to 

generate the curves seen in the figure; they cover a frequency range of about 60-10 000 Hz (less if 

the signal being analyzed is bandpassed). The decision as to whether these curves were produced by 

one speaker or by two is made by comparing them on the basis of their absolute differences. The 

(mathematical) measures we employed include both Euclidean and Hamming distances. Since there 

are about 88 semitones between the lowest and the highest frequencies associated with this 

procedure, measurements are made at approximately two-semitone intervals. The resulting 40 (or 

fewer) distances are then used to compare the patterns between and among the target speakers. This 

process can be carried out for as many individuals as required. 

Previously, the LTS curves were generated by means of a Fast Fourier Transform (FFT); i.e., a Real 

Time Spectrum Analyzer coupled to a computer. However, in 1995Jiang (66) carried out research 

on several procedures in order 

 
to determine which of them would provide the most powerful data. He was aided in this endeavor 

by the fact that a number of robust power spectrum analysis methods had become available. He 

considered three of them to be particularly attractive and assessed them experimentally by means of 

available software approaches. They were: (1) the FFT method, (2) a cepstrum method and (3) a 

linear prediction coefficent (LPC) approach. The FFT technique proved to be the most robust. 

To generate data by this method, Jiang first preprocessed input for frame length and identified the 

speech signal; he then applied the formula 
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to yield the power spectrum of a particular speech signal within a frame (K is the number of speech 

frames). Note also that he used 1024-point FFTs in order to obtain high resolution and that the 

vector could employ 512 points of the average power spectrum for the Euclidean distance 

calculations. The process was repeated for each frame and a Hamming window (200 points) was 

applied to permit evaluation. As will be seen, the power spectra vector (LTS) is usually the most 

powerful and stable of the four vectors now employed. It even has been suggested that, under 

favorable conditions, it could be used as a standalone procedure. 

 

The Speaking Fundamental Frequency vector 
Speaking fundamental frequency (F0 or SFF) has been shown to be a reasonably good indicator of 

speaker identity (63, 64, 73-89). While early computer-based results were not as encouraging as 

those from perceptual research (73,81, 87), it now seems possible that (if properly processed) SFF 

will provide a rather robust vector (78, 83). That is, while we too were disappointed in early SFF 

performance, we later realized that its problems resulted from a lack of a sufficient number of 

constituent parameters. The situation changed markedly once we used an approach involving 

measurement of up to 32 of them; indeed, contemporary results show that SFF is a reasonably 

sensitive identity cue (66, 78, 79, 83). The parameters which make up our SFF vector include F0 

geometric mean, phonation-time ratio (PTR), the standard deviation of all the fundamental fre-

quencies produced plus semitone intervals (or ‘bins’ of semitone width) containing information 

about the number of times each frequency was produced. 

Over the years, our fundamental frequency data were obtained primarily, and automatically, by 

means of the IASCP Fundamental Frequency Indicator (Models 8 through 12). This system always 

has operated in such a manner that its output could be fed directly to one of our computers (for 

processing of any kind). In short, the fundamental frequency indicator (FFI) is a digital readout FO 

tracking system which consists of a series of successive low-pass filters with cut-offs at half octave 

intervals; in turn, they are coupled to high-speed switching circuits controlled by a logic system (78, 

79). FFI measures each wave (it does not sample) by producing a string of pulses, each of which 

marks the boundary of a fundamental period as extracted from the speech wave. These data, in turn, 

are delivered to the computer in the form of a series of square waves. The computer’s internal 

pulses are then used to measure the intervals of the waves and the results processed to obtain the 

statistical data. 

Recently Jiang (66) assessed this technique and compared it with two others. That is, he evaluated 

and contrasted: (1) the IASCP FFI, (2) the FO extraction function of the Kay Elemetrics, 

Computerized Speech Laboratory (CSL) and (3) a cepstrum FO extraction algorithm. It was found 

that FFI proved to be the most robust of the three procedures and hence continues to be the one used 

to provide the FO material for the SFF vector. As will be remembered, these parameters include the 

geometric mean, the standard deviation, PTR and the number of waves in each of the semitone 

intervals. (Figure 8.4 is a FFI printout showing these values, plus some others.) These data are 

stored digitally in the computer; the SFF comparisons are subsequently made among and between 

the individuals being assessed. 

 

The Time-Energy Distribution vector 
Prosody or speech timing appears to be one of the more important aids to successful SPID, 

especially if listeners are involved (63, 64, 78, 90-93). As you will remember from Chapters 3 and 
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4, attributes such as rate of speaking, speech bursts, pauses, and so on, can provide idiosyncratic 

information about an individual speaker. Thus, there is strong logic that these talker-related 

prosodic speech elements can be extracted and used for speaker recognition purposes. Given the 

hypothesis that talkers do differ in the durational characteristics of speech (i.e. syllables, words, 

phrases and sentences), the time a person uses to produce a specific amount of such discourse 

should constitute a cue for identification. Moreover, individual speakers should vary in their 

production of silent intervals (pauses). In any case, we believe that a substantial number of temporal 

speech features will provide useful speaker-specific information. In response, we developed and 

tested a large body of prosody-related factors. Some have proven useful, others have not. While 

TED has always performed at well above chance levels, it has not been as robust an identity 

predictor as have LTS and VFT. Nevertheless, it upgrades the SAUSI process when it is combined 

with them. 

The time-energy distribution vector consists of a number of parameter clusters. Those found to be 

acceptable include: (1) total speech time (TST), 

 
                                                   Figure 8.4 The fundamental frequency  

data for a single  
female speaker as provided byFFI-10.  

The values used in the SFF comparisons  
are found in lines (rows) 3-5 

 and the distribution table. 
 

 

defined as the period (in ms) it takes a speaker to produce an utterance of a set number of syllables; 
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(2) number of silent intervals (NSI);(3) length of the silent intervals (LSI); (4)the speech-pause ratio 

(SPR); (5) speech time/total time ratio (ST/TT);(6) the speaking time ratio (S/T), defined as a 

measure of the total time for which acoustic energy is present during a specific utterance; and(7) 

speech rate (a measure of the syllable rate - not word rate - per unit of time).Each of these primary 

features is, in turn, constructed from several parameters(see Figure 8.5 for a theoretical illustration) 

and data for each of these sets calculated at 10 interval levels (above a predetermined base) for the 

entire sample. For example, there will be a TST-10, TST-20, TST-30, and so on. 
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the particular energy level of an individual speech signal. Thus, if the samples are recorded under 

similar conditions, they all should have the same noise floor and, hence, a single level can be 

applied in most circumstances. It is at this juncture that an energy file is created for each sample and 

the basic elements of the TED vector developed as a function of (1) the mean levels and length of 

the segments, (2) the number of occurrences and (3) the standard deviation. Included are 

calculations of SPR, sample length, the ST/TT and so on. Note that the total time for the passage is 

measured prior to sample trimming. Hence, this value provides additional parameters, i.e. those 

which reflect the speaker’s utterance speed. The TED vector now consists of 33 parameters calcu-

lated from the relationships cited. 

 

The Vowel Formant Tracking vector 

This vector is a powerful one. It competes with LTS as most sensitive to speaker- specific 

differences; it also is quite resistant to distortions of all types. Indeed, studies in both the aural-

perceptual and the computer-related domains suggest that elements residing within vowel formant 

structure can create very important speaker identity cues (88, 91, 95-108) A second rationale for 

including this vector is based on individual differences in the size and shape of the vocal tract. 

While they can be modified somewhat by articulatory movements, speakers cannot significantly 

alter their dimensions. Hence, they are thought to provide a substantial number of measurable traits. 

Accordingly, we have included the VET vector; its parameters are based on the vowel formant 

frequency distributions of voiced speech. 

Construction of the VFT vector is carried out at the same time as the power- spectra calculations. 

That is, after the power spectrum of each speech frame is obtained, a vowel formant frequency 

search program is applied. Its purpose is to identify and extract the three major formant frequencies 

associated with any vowel residing in that portion of the signal (see Figure 8.6). The data are then 

stored in a formant file to permit tracking. 

Again, Jiang (66) experimentally upgraded the measurement procedures associated with this vector. 

He selected and assessed three analysis methods; they included several linear prediction coefficient 

techniques and a cepstrum method. Since the LPC order 10 proved to be the most robust, it has been 

adopted as the basis for VFT processing. It is described as follows. 

Because of the logarithmic nature of sound and the simplicity of histograms, the frequency bins 

displayed in Table 8.1 can be used to organize the VFT data. That is, a range of frequency bins for 

each vowel formant frequency were selected and are now used. Specifically, the 200-1000 Hz range 

(i.e. from bin 8 to bin 20) was selected for FI, the 500-3000 Hz range (or bin 15 to bin 30) for F2 

and the range of 1000-5000 Hz (bin 21 to bin 34) for F3. These boundaries  
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proved substantial enough to encompass the frequency range of the target formants. The histograms 

were then formed by counting the presence of each formant frequency found in the bins. Thus, the 

parameters for VFT include: (1) 13 values representing the distribution of the first formant (i.e. a 

histogram for FI); (2) 16 values representing the distribution of the second formant (a histogram for 

F2); (3) 14 values representing the distribution of the third formant frequency (a histogram for F3); 

and (4) six values of the geometrical means and standard deviations for FI, F2, and F3. Therefore, a 

total of 49 values are employed to form the VFT vector. As with the others, both VFT sensitivity 

and resistance to distortion have been assessed experimentally. 

 
 

PROBLEMS ENCOUNTERED IN GENERATING PROFILES  
As we trundled our way down through the years, we attempted to use the vectors described above 

(and others too) in profiling our speaker-subjects. We did so in order to contrast each with all the 

others and thereby develop a structure that permitted us to discriminate among them. As might be 

expected, we carried out many experiments in order to achieve these goals, we also learned from 

others (109-114). In doing so, we ran into some problems. 

 

THE DIMINISHING RETURNS PROBLEM 

In the early days, we simply tried to add up the values by parameter set in order to obtain some sort 

of a ‘personal’ score for each subject. We then realized that the serial adding of scores (parameter 

by parameter) might permit us to achieve even better levels of correct identification. We did so and 

kept on adding them undl we ran into the law of diminishing returns. The best way to understand 

what this means is to consider the hypothetical relationship found in Figure 8.7. As you can see, 

adding parameters will tend to increase the success rate (i.e., the per cent level) and this 

improvement will continue until the process is 
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saturated. At that point, the asymptote (i.e. the peak) will be reached and then, if you keep on 

adding elements, system performance will begin to deteriorate. That is just what happened to us. So, 

at this juncture we began to examine the strengths and weaknesses of each of the parameters we 

were using. We then selected only the best and clustered them into vectors. Not ‘overloading’ the 

system helped a lot. 

 

THE 'MIGHT MAKES RIGHT' PROBLEM 

We then ran into another ‘law’ - ‘bigger things will overwhelm smaller ones.’ Our problem in this 

case was created by the fact that we were using the raw data values (from the parameter 

measurements) when developing the vectors. It turned out that the values for one of the parameters 

were naturally three times greater than those for the second, 11 times larger than those for the third 

and 40 times greater than those for the fourth. Thus, the SPID comparisons ended up being almost 

totally dominated by one of the vectors simply because its ‘numbers’ were very large. As a 

response, we tried different statistical procedures. First, we shifted to the three nearest-neighbor 

procedure and then to discriminant analysis. Nothing seemed to help. And why should it? After all, 

the values from one set of measurements simply were larger than those for all three of the others 

combined. 

We then organized a new approach and the results were something of a breakthrough. What we did 

was normalize the data by converting them into proportions of a 10-point scale. This technique 

worked rather nicely. To understand just how it does, please consider the following example. If the 

magnitude and range for Vector A is 6000-22 000 units (of some type) and the magnitude and range 

for Vector B is 14-88 units (of a different type, of course), the difference between the extremes will 

be 16 000 and 74, respectively. Thus, a 10% shift in A will amount to 1600 whereas a 50% shift in 

B will be only 37 - or a 10% shift in A will have a 43 times greater effect on the process than a 50% 

one in B. However, if the 6000 is converted to a 1, the 22 000 to a 10 and the intervening values 

into proportions of 10, we have normalized these data. Then (in the second instance), if the 14 is 

similarly converted to 1, the 88 to 10 and the 74 values in between them into proportions, a parallel 

continuum is created. In this case, the data for Vector B will carry just as much weight as will those 
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for Vector A. Since the vectors now are equal in their impact, either (or both) can be placed on a 

continuum like the one seen in Figure 8.8 and their effect on SAUSI will no longer be biased by the 

size of their calculated values. 

A third problem then occurred, and it was just as wearisome as the first two. That is, when we ran a 

SAUSI trial, we simply had no way of determining if the process was stable and/or operating 

properly. Our response here was to experiment with various types of trials. After a few, it occurred 

to us that we might be able to establish an internal validation procedure if we placed a second 

sample of the unknown speaker’s voice among the targets (i.e. those of the suspect and foils). To be 

valid then, the procedure would have to first ‘select’ the unknown as himself. Indeed, if the known 

speaker’s speech sample also was produced by the unknown talker, the two should vie for ‘first 

place.’ The strength of this particular subprocedure is that it provides an internal checkup on the 

validity of the process. That is, the method will be functioning properly if the ‘unknown- test’ 

sample is selected as being produced by the same person as was the ‘unknown-reference.’ 

This procedure can be understood by consideration of the values provided by a SAUSI printout (see 

Figure 8.9). As can be seen, it has two parts. The top section identifies both the process employed 

and the individuals who people the several categories. There is an ‘unknown-reference’ (Ur), which 

is the sample to be identified (if possible). Then, there is an ‘unknown-test’ (Ut), or a second sample 

of the unknown’s speech. This sample provides the control as to whether or not the system is 

working properly as it is compared to the reference and all others. It goes without saying that if the 

unknown is not selected correctly, the system is not efficient enough to be used for SPID purposes. 

The third listed category is that for the known speaker. He is the person being compared to the 

unknown in order to determine if he is, or is not, the same individual. Next in Figure 8.9 are the 11 

foils; ordinarily we use 8-12. They are chosen in much the same manner as are the ‘distractor’ 

voices for earwitness line-ups (see Chapter 5). 

The lower portion of Figure 8.9 provides the data from the SAUSI run. As you would expect, all are 

normalized. That is, no value is less than 1.0 and none is greater than 10.0 and all those between 

these boundaries are proportions of the whole. In this instance, the unknown was selected as 

themself by three of the four vectors and the known (as the unknown) by the fourth; both came 

second with the others. These individual vector assessments are quite important when 
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SAUSI is either being evaluated or used in controlled experiments. However, it is the fifth or Sum 

column which is the most important for SPID purposes. It is created by summing the normalized 

scores across vectors; this process is followed by new rankings. That is, even though all data are 

normalized, a simple vector mean is not calculated. Rather, the scores are combined to place each 

speaker on a group continuum; each is then re-ranked. As can be seen from the ‘Sum’ column in 

Figure 8.9, the unknown is selected as most like himself and foil F4 as least like him. The known 

speaker is positioned at a point very close to the unknown and a substantial distance from the 

nearest foil (i.e. Fll). A decision now can be made. In this instance, there is little doubt that the 

system is operative and the known speaker is the same person as the unknown. 
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What happens if SAUSI is applied to a SPID task under different circumstances (e.g. where 

distortion is present)? Ordinarily, the vectors will tend to compensate for each other. Note Figure 

8.10; it also is a printout of a single trial 

 
drawn from an experiment involving a large number of comparisons made under noisy conditions. 

As can be seen, the unknown always is picked as himself (i.e. Ut is always at 1.000 when compared 

with Ur). This is not so for the known (K). A review of his data on a vector-by-vector basis will 

reveal some inconsistencies. First, his LTS score is 2.523 (the asterisk indicates a secondary 

placement) whereas the value for Foil 7 (the next best) was 4.064. However, with a TED score of 

2.126, the ‘known’ talker was not second best for that vector; rather Foil 1 had a better score (i.e. 

1.392). Foil 1 and Kwere close for SFF but when VFT is considered, the competition came from foil 

talkers F5 and F7. Thus, when the vectors are assessed individually, the positioning of K is a litde 

uneven. On the other hand, once the normalized scores for the four vectors are combined, the 

known talker is found to be closer to U than any of the foils. Indeed, the values for even the closest 

competitors placed them at some distance from either U or K. Moreover, this effect was enhanced 

(not shown) when additional runs were carried out with the same talkers but with different samples. 

Finally, the procedure also polarizes the values, but in the opposite direction, when the unknown 

and known speakers are not the same person. 

As stated, these two examples were drawn from laboratory projects and, hence, the neat 

relationships they provide do not always hold in the field. The forensic reality is such that all kinds 

of distortions occur and, when they are severe or combined, they can challenge the process. The 

lower part of Figure 8.11 (i.e., examples C and D) illustrates what can happen if these less desirable 

outcomes occur. As you can see, the continua range from acceptable (top) to marginal or worse. Of 

course, (except for the ‘non-match’ B, that is) these displays illustrate mostly positive matches. It 

should not be forgotten, however, that the known and unknown speakers could be two different 
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people. If they are, SAUSI should place the unknown in the first position and the known mixed in 

with the foils somewhere between 4.0 and 10.0 (as seen in Figure 8.11, example B). 

Finally, it is my unalterable position that human beings - not computers - should make all decisions 

about speaker identity. Indeed, determinations of this magnitude are simply too important to be left 

to machines. The issues/behaviors with which we are working are so complex that only the highly 

trained human mind should be permitted to resolve them. Only humans should judge humans! The 

specialist can use the data generated plus good decision criteria for these purposes (for example, a 

match would occur if U/K < 3 and the lowest F > 2K). However, neither he nor she should abdicate 

responsibility here. 

 

 
 

THE ROTATIONS 

While the next step in SAUSI development occurred only 10-12 years ago, its roots extend back to 

formation of the scientific method. That is, good scientific practice requires that all experiments be 

replicated and that, when they are, the results be consistent. What this means is that, if you do not 

repeat an experiment and/or obtain the same results, what you found out (or think you found out) is 

simply not valid. To establish a relationship, you must be able to demonstrate it, validate it with 

external evidence and then repeat what you did with the same results. 

The insight to be described occurred when we were carrying out multiple experiments for reliability 

purposes. That is, most of our projects are routinely replicated two or more times in order to 

determine if the original findings are stable and accurate. During the period cited, we began to 

realize that formalization of that approach might enhance SAUSI and do so especially when it was 

used in the forensic environment. At this point in time, a ‘rotational’ system was structured and 

tested. Its characteristics are as follows. 
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First, three 20-30 s speech samples are obtained from all the relevant talker- subjects. Regular 

SAUSI processing is then carried out (see Figures 8.8 and 8.9). Subsequently, the entire process is 

replicated two more times using different samples each time. The overall summation rankings are 

then calculated. They are based on the ‘sum’ means, as drawn from each of the three rotations (each 

of these, in turn, is based on data from the four vectors). Thus, any decision about identity would be 

based on three complete projects. Better yet, they would result from comparisons which would 

number in the millions - specifically, the number of rotations, factored by the number of speakers, 

factored by the number of vectors, factored by the number of parameters within each vector, 

factored by the number of comparisons within each parameter. In any event, we found that the 

rotations both enhanced the results and stabilized them. 

Unfortunately, the procedure introduced a number of new problems. First, the operator had to be 

certain to place each foil speaker in the same position for each of the rotations. Not to do so would 

tend to artificially shift their position away from the unknown and hence lead to errors. Second, 

while speech samples of sufficient length can easily be obtained from the known speaker and the 

foils, the same is not always true for the unknown. Indeed, the worst-case scenario is where the 

evidence tape contains only enough of the unknown’s speech (say 15-20 s) to permit but a single 

SAUSI run. However, it is sometimes possible to mitigate this particular problem by reversing the 

roles of the known and unknown. In such instances, the known speaker becomes the target 

(contributing both reference and test samples) and unknown is compared to him. While this 

approach will often provide acceptable data, when it does not, the practitioner must either rely on 

AP-SPID techniques or decline to carry out any type of speaker identification at all. In summary, it 

can be said that the technique of conducting several SAUSI runs has been found to enhance its 

accuracy. Just as the vectors tend to compensate for each other, the rotations tend to smooth out and 

polarize the relationships which occur among the speakers (115-117). 

 

ASSESSMENT OF SAUSI  

As you now know, many SAUSI-related experiments have been carried out over the years. A 

number of them have been presented in the articles cited in the reference list, others were sent off to 

the various granting agencies (in report form). We also have been able to provide other materials in 

our presentations to scientific groups and societies. Of course, we did not and do not, feature those 

projects where the outcome was ‘negative’, or where the data seemed confusing. Rather, we used 

those (negative) studies to learn about SPID in general and SAUSI in particular. These studies often 

led to perceptions which permitted improvement. In any case, the following should provide some 

insight as to how our procedures and techniques were developed. First, it should be useful to 

describe our data base; then the structure of our experiments. Finally, some of our results can be 

discussed. 

 

THE SAUSI DATA BASE 

As might be expected, a rather extensive data base is associated with the many research programs 

being carried out at IASCP. Indeed, several-thousand highly controlled speech utterances were 

already in existence by the time the SAUSI research program was initiated. Since then, a further 

20000 (plus) samples (also strictly controlled) have found their way into this corpus of speech 

material. While many of these samples were generated for other projects, some of them were 

collected expressly for the SAUSI research. Not all of the other sets were useful; for example, we 

have not used any of the speech samples produced by singers, cheerleaders, mongoloid children, 

children between birth and adolescence, divers underwater, divers in HeO2 environments, the 

elderly, people with voice or speech disorders, psychotics, subjects wearing gas masks, and so on. 

In most of these cases (plus those to follow), the carefully selected speaker/subject uttered speech 

such as a standardized passages (‘Rainbow,’ ‘Apology for Idlers,’ ‘My Grandfather,’ ‘Arthur the 
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Rat’), standardized sentences, extemporaneous speech (i.e. responses to neutral questions) and/or 

lists of phonetically balanced words. Ordinarily, subject selection criteria included freedom from 

speech and voice disorders, normal hearing and the ability to read at the 8th grade level (age 

approximately 14 years). Social status, race, education, etc., often were controlled also (depending 

on the nature of the study). In any event, some of the cohorts we were able to use include the 

following. 
 American males (four studies): N=  375; age range 17-33 years. 

 Laboratory males (seven studies): N=  653; age range 18-38 years. 

 Aging males (three studies): N=  410; age range 21-85 years (in sets). 

 American females (four studies): N=285; age range 17-37 years. 

 Aging females (two studies): N=  192 (in sets); age range 25-91 years. 

 Texas Instrument data-base: N=  107 (56 males; 51 females); subjects, drawn from six sites around the USA, read 

digits (in random sequence). 

 

 

Nearly all of the men and about 80% of the women from these sources have been used in SAUSI 

experiments. All equipment and the recording environments were of laboratory quality. 

The telephone data base 

This data base was created expressly for the SAUSI projects; support for it was provided by the US 

Army Research Office (ARO). My associate on this particular project (and the ‘on-scene’ 

supervisor) was Dr Gerard Chollet, then serving as one of my post-doctoral researchers (now of 

ENST/CNRS, France). This set of materials is referred to as the ‘Telephone’ data base; it consists of 

5040 samples as follows. 

 
 Subjects: 30 males: age range 19-58 (mean 31) years; 30 females; age range 18-38 (mean 26) years. 

 Passage: ‘My Grandfather.’ 

 Protocols: (N= 14 repetitions): (1) normal speech (N= 5), (2) whisper, (3) slow rate, (4) falsetto, (5) hoarse voice, (6) 

pencil in mouth, (7) pinched nose, (8) hyper-nasal, (9) muffled by hand, (10) free disguise. 

 Procedures: six readings were recorded simultaneously, they were made using (1) a laboratory quality microphone (in 

front of subject) (2) a hidden (laboratory) microphone, (3) a suction cup microphone (adhered to the telephone), (4) a line tap, 

(5) a remote line tap and (6) an acoustic coupler. The last two recordings were made at a second site, one 3 miles (4.8 km) from 

the laboratory. 

  

The speech samples thus generated can be used in all sorts of experiments. Any of the nine disguise 

passages plus five ‘normal’ readings by the 30 men and 30 women (over two high fidelity systems 

and four telephone taps) can have noise added. Small wonder that we have used this particular data 

base in over half of our studies. 

 

Specialized data bases 

We also have organized five other data bases which target speakers who are producing controlled 

utterances of specific types. They involve samples of speech produced (1) under psychological 

stress, (2) with disguise, (3) during real-life criminal activity, (4) with dialect and (5) during alcohol 

intoxication. They are as follows: 

 
 Psychological stress (four studies). N= 231 (140 males; 91 females); age range: 18-48 years. Materials: read passage. 

Stress condition: electric shock, first public speech, threatening video. Stress level assessed by standardized tests, self reports, 

etc. 

 Disguise (in addition to the Telephone Data Base) (two studies). N= 110 males, age 

 

 range: 20-33 years. Speech: standard passage, sentences, extemporaneous. Subjects chose the type of disguise. 

 Speech during criminal activity (drawn from real life cases). N=  63 (as of 1998), 54 males, nine females. Free speech 

with about 65% over the telephone and 30% resulting from the use of ‘body bugs’. 
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 Dialect (three studies plus samples of student’s speech). N=  80 (45 males; 35 females). Dialects: Southern American, 

Spanish. 

 Effects of Intoxication (three data sets for 17 studies). N=  104 (66 males, 38 females). Speech materials (all 

conditions): read passage, extemporaneous speech, sentences. Conditions: (a) sober, (b) BrAC 0.04-0.05, (c) BrAC 

0.08-0.09, (d) BrAC 0.12-0.13, (e) BrAC 0.09-0.08 plus some conditions of greater intoxication and others of 

simulated inebriation. 

 

RESEARCH DESIGN 

We have applied a number of different research designs to the assessment of SAUSI; some were 

experimental, others were descriptive in nature. One particular design has been most useful for our 

purposes. Indeed, we have used it in around half of the SPID projects where the focus was on 

SAUSI. It is described briefly below. 

The key to this design is the use of large groups of rigorously selected subjects; they can be either 

men or women but both sexes are rarely included in a specific experiment. Ordinarily, a 1-min read 

(or extemporaneously spoken) passage is used as the speech sample. As such, it can provide the 

three 20-sec. samples for the required rotations, (sometimes 30-sec. overlapping samples are 

extracted). If the Telephone data base is used, the research can focus on normal (high-fidelity) 

speech, or speaker disguise (of several types, or in combinations), speech in noise, various types of 

telephone or surveillance passbands, or many combinations of these elements. Ordinarily, the 

protocols call for a ‘closed sets’ design. 

Once the combinations are selected, the speech samples for each of the subjects are digitized and 

stored in the computer. The vector programs are then applied. The performance of a single vector 

(or multiple vectors) may be studied or all vectors can be run with the decisions made on the basis 

of the summed normalized values. Since our protocols demand that we normalize all scores, this 

factor is not one we subject to experimentation. However, we often compare our single trial results 

with those from three or more rotations. 

Assessments are usually made on the basis of percent identification for the various conditions 

imposed by the protocols. Statistical analyses are not ordinarily necessary. However, when they are, 

we do not use discriminate analysis or nearest-neighbor approaches (as in the past). Rather, a 

bioequivalence approach is employed (118,119); an example of its use can be found in Hollien and 

Jiang (120). Basically, it is used when firm decisions are not possible but the data suggest that a 

relationship does exist. That is, when the unknown and known speakers appear to be the same 

person and the nearest foil is not also the unknown, the bioequivalence technique will reject the null 

hypothesis for the U-K combination but not for U-F. Conversely, if the unknown and known talkers 

are different people, the null hypothesis will not be rejected. 

Now, back to research design. As you would expect, other research protocols have been applied 

when special questions have been asked. However, the one reviewed briefly above is so flexible, it 

permits a great number of critical relationships to be studied under highly controlled conditions. The 

size and nature of the population to be investigated can be varied easily, as can the type and source 

of the speech material. The kind of speech and speaking environment also can be varied for research 

purposes, as can the manner in which the vectors are investigated. Hundreds (perhaps thousands) of 

different studies can be designed and carried out when the relevant elements are factored - so many 

so, that we have only been able to carry out a limited portion of them. Now for some results and, 

more importantly, what they might mean. 

 

SOME SAUSI RESULTS 

In my estimation, it would not be very helpful to attempt to describe all the results we have 

generated over the years. Presentation of that number of tables and graphs would be stultifying in 

and of itself. Moreover, many would look pretty much alike, only the numbers’ would be different. 

Accordingly, only a summary overview (plus illustrations) will be presented. Nevertheless, these 
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materials should provide some insight about (1) the way we generated our data, (2) what we found 

out and (3) how we interpreted the results. 

First, please note Figure 8.12. This graph portrays the results of a series of vector modifications 

(nine experiments in all) carried out in the late 1970s. Note that just three vectors - SFF, TED and 

INT (or vocal intensity) - were included. We started each at its own performance level, and called it 

zero. We then modified each vector by stages and carried out experiments of the type described in 

the last section. Note that all three improved (TED most of all) when the first set of upgrades was 

affected. Convinced that we were on the right track, we applied a second set of modifications. Shifts 

of a different type resulted from this second set of ‘improvements.’ Here, TED appeared to level 

off, SFF continued to improve and INT got worse. We then decided that SFF had been improved 

about as much as possible (i.e., no additional modifications were practical) and so terminated this 

part of the program. However, additional ones were possible for TED and INT. It was especially 

important to continue  

 
 

with the INT vector because the second set of changes resulted in a reduction in its ability to 

identify speakers. The third set of experiments demonstrated that INT was just not going to 

improve; hence, we terminated that series. In fact, while we continued to struggle along with INT 

for a while, our results were so poor overall, we ultimately gave up on it. TED also proved a 

disappointment when this third series of modifications was applied. However, it was not clear 

whether the observed decay was due to the law of diminishing returns or some error in our attempts 

to restructure. Anyway, additional (and planned) changes were made and a fourth experiment 

carried out. It resulted in the desired level of efficiency being re-established. We now have a 

number of graphs that are similar to Figure 8.12. Some document the shifts in just these vectors; 

others focus on LTS, VFT, etc. Few in the series extend much beyond four or five sets of 

modifications. 

Experiments were carried out to assess the reliability (or repeatability) of our results. One set can be 

seen in Figure 8.13; it provides data for SFF, LTS plus five vectors combined. These experiments 

were run in the early 1980s. Reliability for LTS and SFF was rather good; it varied little over the 

five sets of experiments; i.e. the results showed only 2-3% change, at worst. The same was not true 

for the multiple vector approach. Here, the level of correct identifications began to climb. There 



110 

 

appeared to be no reason for it to do so as all the experiments

 
were virtually identical to the base study (only the talkers were different). W later found out (from 

additional experiments) that the statistical procedure used to combine the vectors was systematically 

biasing the outcome; sometime the observed levels improved, sometimes they were poorer. What 

was important was that the approach created a multivector instability. Thus, it was the statistic; 

procedure that was modified. 

Figures are helpful in determining just how various factors relate to each other in space. What is 

even more important, however, is being able to understand how well a procedure is performing or 

how the various sets of results ma actually relate to each other. Data tables provide this type of 

information. Two < the many types we have produced can be seen in Tables 8.2 (from the 1970s 

and 8.3 (the 1980s). First, Table 8.2 (78). Here, the strength of four vectors tested in various 

combinations for good-quality normal speech when contrasted with itself (i.e. normal-normal) and 

to samples bandpassed (telephone) or wit noise added. The bandpassed and noisy speech were also 

compared with then selves (for SPID purposes) but not with each other. Subjects were 26 men draw 

from our American male data base; two (parallel) experiments, involving th three nearest-neighbor 

approach, were carried out. Note that this summary table provides data on thousands of SPID 

comparisons. Note also that the LT and SFF vectors, when combined, provide the highest correct 

identifications under virtually all circumstances. Indeed, only this two-vector combination WJ able 

to achieve a 81-85% correct identification level (it did so in three 
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1.The unknown talker’s test sample should appear in the first or second position; a U=K match exists if the known 

talker’s sample also appears in one of those positions. 

 

instances). An 85% level means that 21 of the 26 men were correctly identified for that procedure - 

in this case, the third for Run B passband. 

A more typical data, display may be seen in Table 8.3. In this case, the LTS, SFF, VFT and TED 

vectors are assessed first singly and then in combination. The procedure involved the typical 

paradigm seen in most SAUSI printouts (i.e. U, K and 8-11 foils all compared with U). Note that, at 

94%, SFF performed best and, at 78%, LTS was worst in system validation. This was a little 

surprising as LTS and VFT usually score best (and did so even then). However, VFT did indeed 

provide the best score (88%) for the U-K comparisons (please remember that these experiments 

involved closed sets). Finally, the best overall results were obtained when the vectors were 

combined and a fifth set of values calculated. As can be seen, only one error occurred in 64 
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contrasts. Conversely, only one foil was picked as the unknown out of 662 comparisons. Progress 

appeared to be occurring (and it was). 

Figure 8.14 is one that I cannot resist including. Note that the figure provides results for 14 talkers 

when the LTS, SFF and TED vectors were calculated (not for identification purposes but rather to 

create a profile of each subject). The patterns seen here are quite important as they provided the first 

set of results for the normalized scoring procedure. We were, of course, most pleased to discover 

that the (combination) score for each subject was different from any of the others. 

 
 

Incidentally, the illusion of a lesser-to-greater trend in score magnitude was due only to chance and 

subsequent studies showed no such tendency. While not all of the many follow-up studies exhibited 

relationships that were quite as clear-cut as this one, most did. In any event, we found the profile 

approach to be more effective than any of the other procedures we tried before or since its adoption. 

Table 8.4 provides data from one of the earliest of our successful field experiments. In this instance, 

a relatively challenging set of protocols was employed. That is, the tabled scores are based on all 

comparisons among 37 talkers with speech samples distorted by telephone passband, noise and the 

acoustics of several speaking environments. Note that even under these rather difficult cir-

cumstances, the identifications provided by the LTS, VFT and SFF vectors reached the 80% range. 

Only TED was minimally effective. This vector has since been upgraded twice (66, 94) and, as will 

be seen, it is now somewhat more 
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robust. Although it is the ‘weakest’ of the vectors, TED contributes materially to the overall 

efficiency of the SAUSI process. Finally, please note that an overall (i.e. all-vector) level of 96% 

correct identification was achieved even under the onerous circumstances cited. In all fairness, 

however, it should be pointed out that (1) we were able to rigorously control our procedures, (2) the 

speech samples were appropriately long and (3) a closed-set paradigm was employed. Hence, while 

these robust results could not be expected to occur under all real- life conditions, the SAUSI system 

is often just as effective in the field as it is in the laboratory. Consider the following example. 

While real-life cases admittedly do not provide firm evidence about a system (i.e. if it is operating 

effectively or not), sometimes the circumstances are such that one will provide insight of a practical 

nature. The case I have in mind is titled ‘The Old Man Didn’t Do It.’ It happened right here in 

Florida just before the leaders of our great and benign state decided that it would be desirable to go 

into the gambling business. They called their first game ‘LOTTO.’ What they actually did was 

establish a legalized version of the ‘numbers’ game. Of course, this game had been around for 

centuries but now Florida decided it wanted some of the loot generated so, the illegal became legal. 

Back to the ‘Old Man’ case. One day ‘bF’ (before LOTTO), a middle-aged man brought his father 

to see me. He claimed that the old fellow could not speak English but had been indicted for making 

a telephone call in that language. The case unfolded rather slowly (partly because I rarely work 

directly for a client), so please permit me to summarize it. As you must have guessed by now, this 

case was all about the numbers game. The old man apparently was the leader of a ‘group’ engaged 

in this illegal activity. Their operations would be threatened if he was convicted of making a sale 

over the telephone (the call had been intercepted by means of a telephone tap). The son was 

adamant; his father had not made that call even though a ‘voiceprint expert’ said that he had. It 

quickly became apparent that the reason the son was so sure it was not his father’s voice was 

because they both knew who actually had made the call. Moreover, they had heard about SAUSI 

(where? I wondered) and wanted me to prove that the father was innocent. First, I told them that I 

never, ever, attempt to exonerate or convict anyone, but, rather, go with my data no matter how it 

comes out. But, right about then, I had an idea. ‘Find a competent audioengineer,’ I said to them, 

‘and have him make good recordings of six to eight of your “colleagues”. And, you might consider 

including the man who actually made the call (if you know who he is, of course). If you do so, do 

not tell me which one he is.’ Soon thereafter, I received eight fairly long speech samples, numbered 

(you will never guess) 1 to 8. They were of good quality and since I already had recordings of both 

the telephone call and the old fellow who was said to have made it, I was able to set up a SPID 

analysis using SAUSI. 
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A single SAUSI run resulted in foil-speaker F-6 being chosen as the telephone caller. The values for 

the old gentleman, and for the other seven foils, were fairly remote from his. When I called the son 

to tell him about these results, I heard an uproar at the other end of the line. ‘Your method works’ 

shouted the son and all the background cheering seemed to confirm his statement. That the father 

ran a large numbers operation is immaterial. He (apparently anyway) did not make the telephone 

call. You will recall from Chapter 4 that the job of the forensic phonetician is simply to be right. 

The police, attorneys, courts and juries have their own jobs to do; ours is to give them information 

which will permit them to operate appropriately. Back to the example; when the prosecutor received 

a copy of my report, he took the ‘voiceprinter’ to task. The poor fellow admitted that he might have 

been a little hasty and the case was dropped. Again, not real scientific evidence but useful 

nonetheless (see also Hollien, 78, for other examples). 

Finally, please consider Table 8.5. It provides a summary of three (only partly published) major 

projects conducted first in 1988 (44), in 1993 (94, 120, 121) and in 1995 (66,120). The first of these 

experiments involved a large number of subjects but only high-fidelity recordings. Note that, at the 

time it was carried out, none of the vectors provided 100% correct identification. However, a related 

study (not shown) also was conducted; it was designed to test the SAUSI procedure to see if it 

would eliminate talkers if they were not the unknown. A correct elimination level of 100% was 

found for that investigation. Thus, even in the late 1980s, it could be stated that, while the SAUSI 

procedure was only about 90% effective overall, false positives would not be expected. 

 
The second set of experiments also included a large group of subjects but this time separate 

replications were carried out for high fidelity, noise and telephone passband. As has been stated, 

only part of this large project has been published. However, the upgrading of the vectors (which 

occurred prior to its initiation) resulted in a marked improvement for the high-fidelity procedure; it 

also was effective for the two conditions involving distortions. 

The third of these projects was carried out only recently. Its primary objectives were to further 

upgrade the vectors and test them for possible improvement (66, 85). Re-examination of the 

relevant part of the table will reveal that, after this stage of vector enhancement, correct 

identifications were strikingly higher than previously for nearly all conditions and that the correct 

identification levels for the SUM rotations reached 100% in all cases. Note also that only two 

reductions (out of the 15 major ones) occurred when these results are compared with those of our 

studies. The progress cited is judged to be due to (1) improvements in vector design, (2) the use of 

better equipment, (3) upgraded vector processing, (4) insights based on completed research and (5) 

experience in the field. 

Finally, some of our early (and late) attempts to organize SAUSI operations (66, 78, 115, 116, 120-

122) have led to sets of structured procedures. One such set of step-by-step instructions has been 

developed recently. It can be found in Table 8.6. 
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EPILOGUE  
So ends the description of our semi-automatic speaker identification system. There seems to be no 

question now but that it is a useful, if not a definitive, system. One of its features is that a great deal 

is known about it (i.e. a substantial 

 

 
amount of research data about SAUSI are available). A second feature is that its product has been 

shown to be consistent with the results of good aural perceptual speaker identification procedures; 

third, it has exceeded the ‘80% correct’ identification rule-of-thumb minimum and has done so for 

years. Fourth, it employs an internal validation procedure (i.e. a sample of the unknown talker is 

compared with his own reference). Fifth, its application procedures (i.e. data normalization, the 

continua, the rotations) permit stable results to be obtained. Sixth, the process and results are easily 

understood. Finally, another possible advantage for a potential user is that no fees or royalties are 

charged for its use. No doubt better systems, perhaps even infallible ones, will be created in the 

future. Until then . . . !   
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